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Abstract

Recent advancements in information and communica&ohnologies are paving the
way for new paradigms in embedded computing systdims, allied with an increasing
eagerness for monitoring and controlling everythengrywhere, is pushing forward the
design of new Wireless Sensor Network (WSN) infradttires that will tightly interact
with the physical environment, in a ubiquitous @edvasive fashion.

Such cyber-physical systems require a rethinkingthef usual computing and
networking concepts, and given that the computintities closely interact with their
environment, timeliness is of increasing importance

This Thesis addresses the use of standard profqmtscularly IEEE 802.15.4 and
ZigBee, combined with commercial technologies asbaseline to enable WSN
infrastructures capable of supporting the Qualify Service (QoS) requirements
(specially timeliness and system lifetime) thatufet large-scale networked embedded
systems will impose.

With this purpose, in this Thesis we start by eatihg the network performance of
the IEEE 802.15.4 Slotted CSMA/CA (Carrier Senseltidie Access with Collision
Avoidance) mechanism for different parameter sg#tirboth through simulation and
through an experimental testbed.

In order to improve the performance of these netwde.g. throughput, energy-
efficiency, message delay) against the hidden-teahmroblem, a mechanism to mitigate
it was implemented and experimentally validatede Efffectiveness of this mechanism
was also demonstrated in a real application sogndeaturing a target tracking
application.

A methodology for modelling cluster-tree WSNs awanputing the worst-case end-
to-end delays, buffering and bandwidth requirementas tested and validated
experimentally. This work is of paramount importario understand the behaviour of
WSNSs under worst-case conditions and also to nmfakeppropriate network settings.

Our experimental work enabled us to identify a nemiif technological constrains,
namely related to hardware/software and to the &fimplementation in TinyOS. In
this line, a new implementation effort was triggereo port the Open-ZB IEEE
802.15.4/ZigBee protocol stack to the ERIKA reat¢i operating system. This
implementation was validated experimentally and hehaviour compared with the
TinyOS-based implementation.

Keywords:
Wireless Sensor Networks; Cluster-Tree WSN; RealelCommunications; Quality of
Service; IEEE 802.15.4; ZigBee; TinyOS; ERIKA.
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Resumo

Os ultimos avangos nas tecnologias de informac@onaunicacdo (ICTs) estdo a abrir
caminho para novos paradigmas de sistemas compuodésiembebidos. Este facto,
aliado a tendéncia crescente em monitorizar e @anttudo, em qualquer lugar, estd a
alimentar o desenvolvimento de novas infra-estagute Redes de Sensores Sem Fios
(WSNSs), que irdo interagir intimamente com o mufidico de uma forma ubiqua.

Este género de sistemas ciber-fisicos de granddaesequer uma reflexdo sobre os
conceitos de redes e de computacao tradiciondend® em conta a proximidade que
estas entidades partilham com ambiente envolvergeu comportamento temporal é de
acrescida importancia.

Esta Tese endereca a utilizacdo de protocolos fiaadas, em particular do IEEE
802.15.4 e ZigBee em conjunto com tecnologias coiaisy para desenvolver infra-
estruturas WSN capazes de responder aos requiitd3ualidade de Servico (QoS)
(especialmente em termos de comportamento temedesthpo de vida do sistema), que
os futuros sistemas embebidos de grande escaleddexdgir.

Com este propdsito, nesta Tese comegamos por a@naisperformance do
mecanismo deSlotted CSMA/CA(Carrier Sense Multiple Access with Collision
Avoidancg¢ do IEEE 802.15.4 para diferentes parametros,védrade simulacdo e
experimentalmente.

De modo a melhorar a performance destas redes theaughput eficiéncia
energética, atrasos) em cenarios que contenhameswmmndidos Hidden-nodes foi
implementado e validado experimentalmente um megani para eliminar este
problema. A eficacia deste mecanismo foi também odstrada num cenario
aplicacional real.

Foi testada e validada uma metodologia para madelima WSN encluster-treee
calcular os piores atrasos das mensagens, neassidabuffering e de largura de
banda. Este trabalho foi de grande importancia pamgpreender o comportamento deste
tipo de redes para condig8es de utilizacdo limftara as configurar a priori.

O nosso trabalho experimental permitiu identificama série de limitacGes
tecnolégicas, nomeadamente relacionadas com hagtbofivvare e outras relacionadas
com a implementacdo do Open-ZB em TinyOS. Istormmsieou a migracdo da pilha
protocolar IEEE 802.15.4/ZigBee Open-ZB para o ERIKIm sistema operativo de
tempo-real. Esta implementacéo foi validada expemiamente e o seu comportamento
comparado com o da implementacao baseada em TinyOS.

Palavras-Chave:

Redes de Sensores Sem Fios; Cluster-Tree WSN; Gomgdes em tempo-real;
Qualidade de Servico; IEEE 802.15.4; ZigBee; TinyBRIKA.
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Chapter 1

Overview

This Thesis addresses the use of IEEE 802.15.4¢2igB8 federating
communication protocols for time-sensitive Wirel&ensor Network
applications. Their performance, timeliness andalglity features are
assessed and new mechanisms proposed for engigdarige-scale
embedded computing applications with stringent @uabf Service
(QoS) requirements. This chapter overviews thearesecontext and
objectives and also outlines the major contribusiar this work.

1.1 Introduction

The widespread use of laptops, cell phones, PDRS €ceivers, RFID, and intelligent
electronics in the post-PC era, represents a diastep towards an increasing
miniaturization and ubiquity of modern embeddedeys. With it, computing devices
have become cheaper, more mobile, more distribied, more pervasive in everyday
life, creating an eagerness for monitoring and radlimg everything, everywhere [1].
These advancements in information and communicatiechnology (namely on
memories, batteries, energy scavenging techniques reardware design), and the
necessity of large-scale communication infrastmasy triggered the birth of the
Wireless Sensor Network (WSN) paradigm.

In the upcoming years, wireless communication Wi embedded in everyday
objects, such as clothes, gadgets, toys, homeamgpk, food carts to cars, bridges,
roads, farm lands, buildings, animals and peophe. ifitegration of a wireless module is
not just enabling a way to communicate but it im@ans to make objects smarter and
granting those new abilities [2]. Wireless Sensetwbrks will enable a wide range of
new applications and usages like building automafie.g. security, HVAC, lighting
control, access control), consumer electronics. (BMJVCR/DVD/CD remote control),
industrial automation (e.g. asset management, psocentrol, environmental control,
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energy management) and personal health care (edy bensor networks). This
computing ubiquity will help improving the qualitpf life and change the way
individuals perceive the world.

However, for this to become a reality, many newbpgms and challenges must be
overcome in WSNs as their paradigm differs fronditranal wireless networks. There is
the need for low cost devices enabling large-scalevorked embedded systems (as
there can be hundreds or thousands of nodes szhtterlarge regions) and energy
requirements that impose low communication rates @mges and low duty cycles.
Some of the most important challenges in WSNs atatad to energy-efficiency,
scalability, routing, mobility, reliability, timetiess, security, clustering, localization and
synchronization.

In fact, while some of the applications enumergiezlviously do not pose stringent
timing requirements (environmental monitoring oegsion agriculture), others, like
industrial automation and process control [3-5]| kely heavily on the timing behaviour
of the overall system (applications, operating exsystand networks). Moreover, the
ubiquity and pervasiveness of future distributedtems will lead to a very tight
integration and interaction between embedded camguievices and the physical
environment, via sensing and actuating actionshSwber-physical systems require a
rethinking in the usual computing and networkingnaepts, and given that the
computing entities closely interact with their emviment, timeliness is of increasing
importance.

This Thesis addresses the use of standard protoopibined with Commercial-off-
the-shelf (COTS) technologies as a baseline tolenatsN infrastructures capable of
supporting the Quality of Service (QoS) requirersethat future large-scale embedded
computing systems will impose.

There is a wide range of wireless communicationiqua standards for a wide range
of applications (e.g. voice, video and general daamunications), each of them setting
a compromise between bit rate and radio coveragmrding to their target application
scenarios (personal, local, metropolitan and widdépwever there is a need for
communication protocols that meet the needs of VEfplications. In general, WSNs do
not impose stringent requirements in terms of badthy but they require low energy
consumption so that network/nodes lifetime is pngled as much as possible. In fact,
meeting energy requirements is most often the ngmal of WSNs protocols and
technologies.

The joint efforts of the IEEE 802.15.4 Task Groép 4nd the ZigBee Alliance [7]
have ended up with the specification of a stangantbcol stack for Low-Rate Wireless
Personal Area Networks (LR-WPANS), an enabling nedbgy for Wireless Sensor
Networks (WSNs) [8-9]. Therefore, we aim at usihg tEEE 802.15.4 and ZigBee
protocols as a baseline, and COTS technologies tfik TinyOS and ERIKA operating
systems, the MICAz and TelosB motes, and the FLEXI\ware platforms.

Traditionally, the use of COTS technologies leanl®asier, faster and widespread
development, deployment and adoption. Our feelinthat the same case applies to the
WSN area which motivates the work in this Thesis.

20
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1.2 Research Context

This work has been developed within the contexthef ART-WISE (Architecture for

Real-Time communications in Wireless Sensor Netwpriesearch framework [10-12]
aiming at the specification of a scalable two-tierommunication architecture for
improving the timing and reliability behaviour of $s. One of the major goals in
ART-WiSe is to rely as far as possible on existstgndard communication protocols
and commercial-off-the-shelf (COTS) technologieEEEE 802.15.4/ZigBee for Tier 1

and |IEEE 802.11 for Tier 2. This Thesis was dewetbn synergy with this research
framework.

1.3 Research Objectives

The main objective of this Thesis is to assessattexjuateness of current standard and
COTS technology, for enabling large-scale wirelssasor network applications with
QoS requirements. The hypothesis is that this $sipte by using the IEEE 802.15.4 and
ZigBee protocols combined with commercial hardwsotvare platforms.

This Thesis addresses the performance analysiesétprotocols as well as of some
additional mechanisms that enable QoS improvement.

1.4 Research Contributions

The main research contributions of this Thesis: are

- Performance evaluation of the IEEE 802.15.4 Slo@&MA-CA mechanism,
comparing experimental results with the ones obkthiinom the IEEE 802.15.4
simulation model, as proposed in [13] and preseinté&hapter 4.

— Collaboration in the design, implementation andfgremrance evaluation of a
hidden-node avoidance mechanism for Wireless Sedetworks (H-NAMe).
This work was proposed in [14] and is presente@hiapter 5.

— Collaboration in the design, implementation andesipental analysis of the
worst-case dimensioning of ZigBee Cluster-tree oekw. This work was
proposed in [15], [16], and is described in Chapter

— Implementation of the IEEE 802.15.4/ZigBee protostack over the ERIKA
real-time operating system, as proposed in [17]@edented in Chapter 7.

— Contribution to the Open-ZB protocol stack impletagion [18] by
implementing the GTS mechanism for ZigBee Clustee-nhetworks [19].

— Collaboration with the TinyOS Network Protocol Wong Group [20] to
implement a ZigBee compliant stack for TinyOS 2.0.

- Identification of a set of hardware and softwareljems and limitations of the
Open-ZB protocol stack implementation over TinyOS8 the TelosB and
MICAz motes, as proposed in [21] and describedhafger 8.

! All publications related to this Thesis are avaliteat http://www.hurray.isep.ipp.pt/
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1.5 Structure of this Thesis

The remainder of this Thesis is structured as ¥edloChapter 2 provides an overview of
the most relevant aspects of the IEEE 802.15.4Zaglee protocols in the context of
this Thesis. Chapter 3 presents the technologioatext and the development tools
employed throughout this Thesis, including hardwptatforms, operating systems,
simulation tools, network analysers, and the OpBrpi#tocol stack.

The performance evaluation of the IEEE 802.15.4t&loCSMA/CA mechanism is
addressed in Chapter 4, comparing experimentalsamdlation results. This chapter
presents the impact of some MAC parameters in thedwdlk Throughput and
Probability of Successful transmissions.

Chapter 5 presents a hidden-node avoidance meaoharid describes how it was
instantiated in ZigBee and validated in an expenitaktestbed.

Chapter 6 addresses the test and validation ofthauielogy for modelling cluster-
tree WSNs, for computing the worst-case end-to-eeldys, buffering and bandwidth
requirements across any source-destination patteioluster-tree.

A software implementation of the Open-ZB IEEE 8G2/ZigBee protocol stack
over the ERIKA real-time operating system is présénn Chapter 7, along with some
experimental results based on real hardware platfor

Chapter 8 presents an experimental analysis ofiripact of the hidden-node
problem over a target tracking application scenaome lessons learned from our
knowledge on experimental work are also addressé#us chapter.

The Thesis concludes with Chapter 9, which sumrearibe presented contributions
and identifies topics for future research.
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Chapter 2

Overview of IEEE 802.15.4 and ZigBee

This chapter presents the most important featufékeolEEE 802.15.4
protocol and ZigBee protocols. It particularly feas on the IEEE
802.15.4 Data Link and ZigBee Network Layers, wtdch the most
relevant in the context of this Thesis.

2.1 General Aspects

ZigBee defines two layers of the OSI (Open Systdnisrconnection) model: the

Application Layer (APL) and the Network Layer (NWLgs depicted in Figure 1. Each
layer performs a specific set of services for thget above. The different layers
communicate through Service Access Points (SARs@se SAPs enclose two types of
entities: (1) a data entity (NLDE-SAP) to providatal transmission service and (2) a
management entity (NLME-SAP) providing all the mgeaent services between
layers.

The ZDO is also responsible for communicating infation about itself and its
provided services. The ZDO is locatedBndPoint O The Application Objects are the
manufacturer’s applications running on top of thigB&e protocol stack. These objects,
located between Endpoints 1 to 240, adhere to engdvofile approved by the ZigBee
Alliance. The address of the device and EmelPointsavailable provide a uniform way
of addressing individual application objects in #tigBee network. The set of ZDOs,
their configuration and functionalities form a Zig® profile. The ZigBee profiles intent
to be a uniform representation of common applicatoenarios. Currently, the ZigBee
available profiles include the Network Specificagt identifier 0); Home Controls
(stack identifier 1); Building Automation (stackeidtifier 2) and Plant Control (stack
identifier 3).
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Figure 1 - ZigBee architecture [7]

The ZigBee Network Layer (NWK) is responsible foretWork management
procedures (e.g. nodes joining and leaving the omdy security and routing. It also
encloses the neighbour tables and the storagelatédeinformation. The NWK Layer
provides one set of interfaces, the Network LayataDEntity Service Access Point
(NLDE-SAP) used to exchange data with the APS.

IEEE 802.15.4/ZigBee devices can be classified raieg to their functionalities:
Full Function DevicegFFD) implement the full IEEE 802.15.4/ZigBee el stack;
Reduced Function Devic€RFD) implement a subset of the protocol stack.

Regarding the devices role in the network, ZigBegngs 3 types of devices:

ZigBee Coordinator(ZC): One for each ZigBee Network; Initiates and
configures Network formation; Acts as an IEEE 88241 Personal Area
Network (PAN) Coordinator; Acts as ZigBee RouteRJznce the network is
formed; Is a Full Functional Device (FFD) — implerte the full protocol
stack; If the network is operating in beacon-endbtede, the ZC will send
periodic beacon frames that will serve to synclrerthe rest of the nodes. In a
Cluster-Tree network all ZR will receive beaconnfraheir parents and send
their own beacons to synchronize nodes belongitigetio clusters

ZigBee Route(ZR): Participates in multi-hop routing of message mesh and
Cluster-Tree networks; Associates with ZC or witbyously associated ZR in
Cluster-Tree topologies; Acts as an IEEE 802.1RH oordinator; Is a Full
Functional Device (FFD) — implements the full prbstack.

ZigBee End Devic¢ZED): Does not allow other devices to associait vt
Does not participate in routing; It is just a sevectuator node; Can be a
Reduced Function Device (RFD) — implementing a cedusubset of the
protocol stack.
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Throughout this Thesis, the names of the deviceab thrir acronyms are used
interchangeably.

ZigBee/lIEEE 802.15.4 enables three network topekgi star, mesh and cluster-tree
(Figure 2).

¢) cluster-tree topology

Figure 2 - ZigBee network topologies

In the star topology (Figure 2 a), a unique noderafes as a ZC. The ZC chooses a
PAN identifier, which must not be used by any otAd@Bee network in the vicinity.
The communication paradigm of the star topologgestralized, i.e. each device (FFD
or RFD) joining the network and willing to commuate with other devices must send
its data to the ZC, which dispatches it to the adég destination. The star topology may
not be adequate for traditional Wireless Sensomiits for two reasons. First, the
sensor node selected as a ZC will get its battespurces rapidly ruined. Second, the
coverage of an IEEE 802.15.4/ZigBee cluster is Venjted while addressing a large-
scale WSN, leading to a scalability problem.

The mesh topology (Figure 2 b) also includes a lZ&t identifies the entire network.
However, the communication paradigm in this topglagdecentralized, i.e. each node
can directly communicate with any other node wittsrradio range. The mesh topology
enables enhanced networking flexibility, but it uicds additional complexity for
providing end-to-end connectivity between all noafethe network. Basically, the mesh
topology operates in an ad-hoc fashion and allowkipte hops to route data from any
node to any other node. In contrast with the sipolbgy, the mesh topology may be
more power-efficient and the battery resource usadairer, since the communication
process does not rely on one particular node.

The cluster-tree network topology (Figure 2 c) isp&cial case of a mesh network
where there is a single routing path between airygbaodes and there is a distributed
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synchronization mechanism (IEEE 802.15.4 beacotledamode). There is only one
ZC which identifies the entire network and one Z& pluster. Any of the FFD can act
as a ZR providing synchronization services to otlesices and ZRs.

Table 1 summarizes some of the differences betwégBee mesh and cluster-tree

topologies.

Table 1 — ZigBee Mesh vs. Cluster-Tree

Star Mesh el
Tree
Scalability No Yes Yes
Synchronization | Yes (no) No Yes
Inactive Periods | All nodes ZEDs All nodes
Guaranteed
bandwidth Yes (GTS) No Yes (GTS)
Redundant Paths N/A Yes No
Routing Protocol
Overhead N/A Yes No
Commercially
Available Yes Yes No

The synchronization (beacon-enabled mode) featutteeccluster-tree model may be
seen both as an advantage and as a disadvantagasased next.

On one hand, synchronization enables dynamic dytiecmanagement in a per
cluster basis, allowing nodes (ZEDs and ZRs) te gheir energy by entering the sleep
mode. In contrast, in the mesh topology as defimedhe IEEE 802.15.4 standard
specification, only the ZEDs can have inactive g#si These energy saving periods
enable the extension of the network lifetime, whishone of the most important
requirements of WSNSs. In addition, synchronizat@diows the dynamic reservation of
guaranteed bandwidth in a per-cluster basis, thrdbg allocation of Guaranteed Time
Slots in the Superframe Contention Free Period JCHRis enables the worst-case
dimensioning of cluster-tree ZigBee networks, namiels possible to compute worst-
case message end-to-end delays and ZigBee Rodter mguirements.

On the other hand, managing the synchronizatiorhar@sm throughout the cluster-
tree networks is a very challenging task. Even i¢ wan cope with minor
synchronization drifts between ZRs, this problerm gaow for larger cluster-tree
networks (higher depths). As previously mentiortbd, de-synchronization of a cluster-
tree network leads to collision problems due torlaypping Beacons and Superframes.
For instance, the CAP of one cluster can overlapdRP of another cluster, which is not
admissible.

Regarding the routing protocols, the tree routingtqcol in the cluster-tree is lighter
that the mesh routing protocol (AODV) in terms ofemmory and processing
requirements. The routing overhead, as compared thi¢ AODV [22] in the mesh
topology, is reduced. Note that the tree routimgfquol considers just one path from any
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source to any destination, thus it does not considdundant paths, in contrast to
AODV. Therefore, the tree routing protocol is protte the single point of failure

problem, while that can be avoided in mesh netwdfrkdternative routing paths are
available (more than one ZigBee Router within razheerage).

Note that if there is a fault in a ZigBee Routertwork inaccessibility times may be
inadmissible for applications with critical timiragnd reliability requirements. Therefore,
designing and engineering energy and time-efficiflentlt-tolerance mechanisms to
avoid or at least minimize the single point of dad problem in ZigBee cluster-tree
networks is of crucial importance.

Besides the Beacon/Superframe scheduling and tigéegpoint-of-failure problems,
there are other implementation-related obstaclas riakes the use of the cluster-tree
topology a challenging task, such as: (1) the dyoametwork resynchronization, for
instance in case of a new cluster joining or legvthe network; (2) the dynamic
rearrangement of the all the duty cycles in theea#sa router failure; (3) a new router
association or even rearranging the superframetidaraf some routers to adapt the
bandwidth allocated to that branch of the tree;t®) rearrangement of the addressing
space allocated to each router; and (5) supponmtiigility of nodes, routers or even hole
clusters.

From our perspective, all these impairments haad te the lack of commercial or
academic solutions based on the ZigBee clusterrregel. Nevertheless, we consider
this model as a promising and adequate solutioWM8N applications with timeliness
and energy-efficiency requirements, which triggessdo implement it and explore its
potential.

2.2ZigBee Network Layer

The ZigBee Network Layer is responsible for networkanagement (e.g.
association/disassociation, starting the netwadlly@ssing, device configuration and the
maintenance of the NIB - NWK Information Base) dadmnation, message routing and
security-related services.

The ZigBee Network Layer supports two service @#itThe Network Layer Data
Entity (NLDE) provides a data service, allowing ttnansmission of data frames and
topology specific routing. Figure 3 depicts the Watk Layer reference model.

Next Higher Layer Entity

L -

NLDE-SAP

NLME-SAP
NLME

e

NLDE ‘KMW
B

- S
L MCPSSAP MLME-SAP
—L

MAC SubLayer Entity

Figure 3 - Network Layer reference model [7]
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Joining and leaving a network must be supportedabyZigBee Devices. Both
ZigBee Coordinators and Routers must support theWing additional functionalities:
— Permit devices to join the network using the follogy
— Association indications from the MAC sub-layer;
— Explicit join requests from the application.
— Permit devices to leave the network using the Vaithg:
— Network Leave command frames;
— Explicit leave requests from the application.
- Participate in assignment of logical network adsess
— Maintain a list of neighbouring devices.
The ZigBee Coordinator also defines some impowaitional network parameters.
It determines the maximum number of childréd,)(any device is allowed to have.
From this set of children, a maximum numbBy,)( of devices can be router-capable
devices. The remaining are ZEDs. Every device maassociated depth, representing
the number of hops a transmitted frame must traw@hg only a parent-child links, to
reach the ZigBee Coordinator. The ZC has a depfth afile its children have a depth
of 1. The ZC also determines the maximum dept}) 6f the network. The maximum
number of children, routers and network depth aesdufor calculating the addresses of
the devices in the network, in a distributed adslseheme.

2.2.1Short Address Assignment

A parent device uses tl@&, R., andL, values to compute @skipfunction defining the
size of the address sub-block that is distributgddrh parent depending on its dejth (
in the network. For a given network depthCskip(d)is calculated as follows:

1+CmlLm-d-1), if Rm=1
: - _ - m-d-1
Cskigd)=1{ 1+Cm ern FC;mIIIRnJr , Otherwise (2.1)
-Rm

A parent device that hasGskip(d)value of zero is not capable of accepting children
and must be treated as an end device. A parentelévait has &skip(d)value greater
that zero must accept devices and assigns addiégsssible. A parent device assigns
an address that is one greater than its own tdir$terouter that associated. The next
associated router receives an address that isadegaaccording to the return value of
the Cskip(parent depthfunction. The maximum number of associated routedefined
in the network parametemwkMaxRoutergR,).

Considering a parent node with a degdtland an address @ uen; the number of
child devices is between 1 an@,-R.

1<n<(C,-R,) (2.2)

The Ag address of the'hchild router is calculated according to Eq. A.% the
number of child routers):
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A%hild = Aparent + (n - 1))( CSkIF(d) + 1,n = 1

A:hild = Aparent + (n - 1))( CSle(d)’n > 1 (23)

The A address of the'hchild end device is calculated according to E4. @.is
the number of child end devices):

Athild = Abarent+ Rm X CSkIFﬁd) +n (2-4)

Figure 4 depicts an example of an address assigrsnkeme. The parameters used
in the address assignment are the following: marimiepth [,) = 3, maximum
children C,) = 6 and maximum routerf{) = 4.

FAN Coordinator
oooo C
- e Depth =0

- \\ i Cskip(0) = 31

T
gBes Router 0020 f- 0o7d SED
0001 R e
Depth =1
Cskip(1) =7
000z R 0008 R 0oz R 00zs R Depth = 2
Cskip(2) =1

Figure 4 - Address assignment scheme example

Figure 5 shows the ZigBee Coordinator (0x0000) lakée addressing scheme.
Considering the above network parameters, the &gBeordinator is allowed to
associate up to A4 routers and 2 end devices iavidlable address pool. On the other
hand, the ZR (0x0020) is allowed to associate upZ&®Rs and 6 ZEDs.

ZigBee Coordinator (0x0000) | 0|1 32 63 94

125
126

ZigBee Router (0x0020) |32 |33 |40 |47 |54 oo

57
58
59
60

Figure 5 - ZigBee Coordinator addressing scheme (de  cimal values)
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2.2.2ZigBee Routing
ZigBee Coordinators and Routers must provide tHeviing functionalities:
- Relay data frames on behalf of higher layers;
- Relay data frames on behalf of other ZR;
— Participate in route discovery in order to estdblieutes for subsequent data
frames;
— Participate in route discovery on behalf of endickey,
- Participate in end-to-end route repair;
— Participate in local route repair;
- Employ the ZigBee path cost metric as specifiedouate discovery and route
repair.

Additionally, ZigBee Coordinators and Routers mayovide the following
functionalities:
— Maintain routing tables in order to remember besilable routes;
— Initiate route discovery on behalf of higher layers
— Initiate route discovery on behalf of other ZR;
- Initiate end-to-end route repair;
— Initiate local route repair on behalf of other ZR.

2.2.3Routing Schemes
ZigBee Coordinators and Routers support three tgpesuting:

— Neighbour Routing- based on a neighbour tables that contains tbenation of
all the devices within radio coverage. If the tardevice is physically in range
the message can be sent directly. Note that ZEBsotalo this.

— Table Routing- Ad-hoc On Demand Distance Vector (AODV) [22],sbd on
routing and route discovery tables with the patst coetrics;

— Tree-Routing - based on the address assignment schemes; message
hierarchically routed upstream/downstream the tree.

Neighbour Routing

This type of routing uses the neighbour tableshdftarget device is physically in range
it is possible to send messages directly to thérdg®on. Physically in range means that
the source ZC or ZR has a neighbour table entryttier destination. This routing
mechanism is mostly used as addition to other mguthechanisms and for the ZigBee
Routers to route messages to its children dewviglesn they are the destination.

Table Routing - Ad-hoc On-Demand Distance Vector (@DV)

ZigBee Table Routing is based on the AODV routingodathms. Each ZigBee
Coordinator and Router that supports this TabletiRgumust maintain two tables:
(1) the routing table, a long-lived and persistabte with the information of routes, and
(2) a route discovery table with the informationtloé route discovery procedures where
each entry only lasts the duration of the discovery
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The Ad-hoc On Demand Distance Vector (AODV) [22Juting protocol was
designed for ad hoc mobile networks. AODV is capatifi both unicast and multicast
routing. AODV allows mobile nodes to obtain routgsckly for new destinations, and
does not require nodes to maintain routes to dEstims that are not in active
communication. AODV allows mobile nodes to resptmdink breakages and changes
in network topology in a timely manner. The opematof AODV is loop-free, and by
avoiding the Bellman-Ford "counting to infinity" gislem offers quick convergence
when the ad-hoc network topology changes (typicaMpen a node moves in the
network). When the link breaks, AODV causes tifecéd set of nodes to be notified
so that they are able to invalidate the routesgusie lost link. It is an on demand
algorithm, meaning that it builds routes betweemesoonly if requested by source
nodes. It maintains these routes as long as tlepesded by the sources. Additionally,
AODV can form trees, connecting multicast groupsnposed of the group members
and the nodes needed to connect. AODV uses sequant®ers to ensure the freshness
of routes. It is loop-free, self-starting, and ssabo larger numbers of nodes.

In ZigBee Networks, the routing management is dbgethe means of NWK
command frames. The available commands are thanfiity:

- Route request Command send to search for a route to a spedifvice, can
also be used to repair a route

- Route reply- Command send in response of a route requestuatd to request
state information

- Route Error— notification of a source device of the data fezehout the failure in
forwarding the frame:

- Leave- natification of a device leaving the network

- Route Record notification of a list of nodes used in relayimgata frame

- Rejoin request notification of a device rejoining the network

— Rejoin response rejoin response of a rejoin request

The route choice for a communication flow is basedhe total link cost represented
by C, meaning that the path with the lowest cost isseho The total link cost is the sum
of individual point-to-point link cost.

The calculation o€ is as follows: for a defined pathwherel defines the length of
a set of devicefD 1,D,, ... ] and a linD;, Di;1] the path cost is defined as:

cfp}=3c{p.0..] @9

Each C{[D1,Di:1]} is the individual point-to-point link cost, caletéd by the
following formulation:

7,

cfl}= min[?, round[ﬂ]} (2:6)

P

wherep, is defined as the probability of packet delivarough linkl.
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The link probability estimation factors are implamegion specific, but generally it
they are based on the counting of the receiveddmsaand data frames in order to detect
packet loss and in the estimation of the Link Quahdicator (LQI).

Tree-Routing

This routing mechanism is based on the short adiigsscheme and was initially
proposed by MOTOROLA [23]. Each device, upon theepion of a data frame, reads
the routing information fields and checks the dedton address. If the destination is a
child of the device (neighbour table check), the device relays the @iadtk the
appropriate address. If the destination addresstia child, the device must check if the
address is a descendent using the condition inkh@&teA is device network addreds,
the destination address atithe device depth in the network.

A<D < A+Cskip(d -1) 2.7
The next hopN) address when routing down is given by:

D-(A+)

N =A+1+ :
{ Cskigd)

JXCskimd) (2.8)

If the destination address is not a descendantdévice relays the packet to its
parent.

Consider the network scenario illustrated in Figdrend the following network
parameters.,, = 3; C,, = 6; R,,= 4. TheCskipvalues are presented in Table 2.

Table 2 - Cskip example values

Depth Cskip(Depth)
0 31
1 7
2 1

If ZR 0x0002 transmits a message to ZR 0x0028trénerouting protocol behaves
as follows:

1. ZR 0x0002 builds the data frame and sends it tgdtent (0x0001). The most
relevant fields of this data frame are outlinedtnex

- MAC destination address — 0x0001;

- MAC source address — 0x0002;

— Network Layer Routing Destination Address — 0x0028;
— Network Layer Routing Source Address — 0x0002;

2. ZR 0x0001 receives the data frame, realizes tlgairtbssage in not for him and has
to be relayed. The device checks its neighbouretdtit the routing destination
address, trying to find if the destination is orfiét® child devices. Then, the device
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checks if the routing destination address is aaledant by verifying condition in
2.7 that results in:

0x0001 < 0x0028 < 0x0001 + 7

Note that ZR 0x0001 is a depth 1 device in the natwAfter verifying that the
destination is not a descendant, ZR 0x0001 routesdata frame to its parent, ZC
0x0000. The most relevant fields of this data frareeoutlined next:

- MAC destination address — 0x0000;

- MAC source address — 0x0001;

— Network Layer Routing Destination Address — 0x0028;
— Network Layer Routing Source Address — 0x0002;

3. ZC 0x0000 receives the data frame and verifiedf touting destination address
exists in its neighbour table. After realizing thhe destination device is not its
neighbour, since the ZC is the root of the tree eahot route up, the next hop
address is calculated as follows:

N = Ox0000+1+ { 0x0028- (0x0000+1) J 31

31

The next hop address resultsNrF 32 (decimal) = 0x0020. The most relevant fields
of this data frame are outlined next:

- MAC destination address — 0x0020;

— MAC source address — 0x0000;

— Network Layer Routing Destination Address — 0x0028;
— Network Layer Routing Source Address — 0x0002;

4. ZR 0x0020 receives the data frame and checks itghbeur table for the routing
destination address. After verifying that the addris its neighbour, the message is
routed to it. The next hop is assigned with thetsaddress present in the respective
neighbour table entry. The most relevant fieldthedf data frame are outlined next:

- MAC destination address — 0x0028;

— MAC source address — 0x0020;

- Network Layer Routing Destination Address — 0x0028;
— Network Layer Routing Source Address — 0x0002;

2.31EEE 802.15.4 Protocol Standard
The IEEE 802.15.4 Full Function Devices (FFD) hawee different operation modes:

— The Personal Area Network (PAN) Coordinatahe principal controller of the
PAN. This device identifies its own network as wa# its configurations, to
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which other devices may be associated. In ZigBee device is referred to as the
ZigBee Coordinator (ZC).

— The Coordinator. provides synchronization services through the trassion of
beacons. This device should be associated to a €adidinator and does not
create its own network. In ZigBee, this deviceeferred to as the ZigBee Router
(ZR).

— TheEnd Devicea device which does not implement the previoustfanalities
and should associate with a ZC or ZR before intergownith the network. In
ZigBee, this device is referred to as the ZigBed Brvice (ZED).

The Reduced Function Device (RFD) is an end deoperating with the minimal
implementation of the IEEE 802.15.4. An RFD is mited for applications that are
extremely simple, such as a light switch or a passifrared sensor; they do not have
the need to send large amounts of data and mayawsiyciate with a single FFD at a
time.

Throughout this Thesis the IEEE 802.14.5 operatiom@es and the ZigBee device
names are used interchangeably (e.g. PAN CoordinatoZigBee Coordinator,
Coordinator = ZigBee Router and End Device = ZigBeel Device). The designation
of Coordinator represents both ZC and ZRs.

2.3.1Physical Layer

The IEEE 802.15.4 physical layer is responsible data transmission and reception
using a certain radio channel and according to eciip modulation and spreading
technique.

The IEEE 802.15.4 offers three operational frequdrands: 2.4 GHz, 915 MHz and
868 MHz (Figure 6). There is a single channel betw&68 and 868.6 MHz (20 kbit/s),
10 channels between 902 and 928 MHz (40 kbit/sj), E, channels between 2.4 and
2.4835 GHz (250 kbit/s). The protocol also allowsamic channel selection, a channel
scan function in search of a beacon, receiver gnéegection, link quality indication
and channel switching.

868 MHz/ Channels 1-10
915 MHZ Channel 0
; L Mﬂﬂﬁﬂ.‘
868.3 MHz 902 MHz 928 MHz
2.4 GHZ
PHY Channels 11-26 SMHZ
2400 MHz 2483. 5 MHz

2 MHz

Figure 6 - Operating frequencies and bands [24]
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All of these frequency bands are based on the DiBecuence Spread Spectrum

(DSSS) spreading technique.

The physical layer of IEEE 802.15.4 is in chargé¢hef following tasks:

Activation and deactivation of the radio transceivEhe radio transceiver may
operate in one of three states: transmitting, w@gior sleeping. Upon request
of the MAC sub-layer, the radio is turn€&N or OFF. The turnaround time
from transmitting to receiving and vice versa skhobe no more than 12
symbol periods, according to the standard (eactbeynorresponds to 4 bits).
Energy DetectionED): Estimation of the received signal power wvitlthe
bandwidth of an IEEE 802.15.4 channel. This tas&sdoot make any signal
identification or decoding on the channel. The gpeatetection time should be
equal to 8 symbol periods. This measurement i<&ylyi used by the Network
Layer as a part of channel selection algorithm ar the purpose of Clear
Channel Assessment (CCA), to determine if the chlisrbusy or idle.

Link Quality Indication (LQI): Measurement of the Strength/Quality of a
received packet. It measures the quality of a vecksignal. This measurement
may be implemented using receiver ED, a signal dsen estimation or a
combination of both techniques.

Clear Channel Assessmef@CA): Evaluation of the medium activity state:
busy or idle. The CCA is performed in three opersl modes: (1) Energy
Detection mode: the CCA reports a busy medium & tletected energy is
above the ED threshold. (2) Carrier Sense mode:Q8& reports a busy
medium only is it detects a signal with the modolatand the spreading
characteristics of IEEE 802.15.4 and which mayibg&ér or lower than the ED
threshold. (3) Carrier Sense with Energy Detectimue: this is a combination
of the aforementioned techniques. The CCA repdrds the medium is busy
only if it detects a signal with the modulation ahe spreading characteristics
of IEEE 802.15.4 and with energy above the ED thoks

Channel Frequency Selectiofihe IEEE 802.15.4 defines 27 different wireless
channels. Each network can support only part ofctennel set. Hence, the
physical layer should be able to tune its transreinto a specific channel
when requested by a higher layer.

2.3.2Medium Access Control (MAC) Sub-layer
The MAC protocol supports two operational modeg(Fé 7):

The non beacon-enabled modeWhen the ZC selects the non-beacon enabled

mode, there are neither beacons nor superframediuMeaccess is ruled by an
unslotted CSMA/CA mechanism (refer to Section 2.2.6

The beacon-enabled modeln this mode, beacons are periodically sent leyZ@

or ZR to synchronize nodes that are associateditvitnd to identify the PAN. A
beacon frame delimits the beginning of a superfraneder to Section 2.2.3)
defining a time interval during which frames arelanged between different nodes
in the PAN. Medium access is basically ruled bytt8th CSMA/CA. However, the
beacon-enabled mode also enables the allocatiocontention free time slots,
called Guaranteed Time Slots (GTSs) for nodes riemuguaranteed bandwidth.
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IEEE 802 15.4 MAC

| Beacon Enabled | | Mon-beacon Enabled |

| |
[ Superframe | | Unzlotted CSMAICA |

| —___ Optional |
| Contention Access Pesiod | || Contention Free Perod | |
T

[ Shted CSMAICA | [ GTS Allocations | |
e e e e — -

Figure 7 - IEEE 802.15.4 Operational Modes

Superframe Structure

The superframe is defined between two beacon framndshas an active period and an
inactive period. Figure 8 depicts the IEEE 802.Khgerframe structure.

Beacon Time Slot Beacon
i * £ !
Bacier /
\Period /
\ / GTS1 GTSs2
ey

Inactive
Period

CAP|

0123456 78910111213 1415!
| I

i SD = aBaseSuperframeDuration * 2 3 Symbols |

| (Active Period) |

Bl = aBaseSuperframeDuration * 2 ®° Symbols

\i

Figure 8 - IEEE 802.15.4 Superframe Structure [24]

The active portion of the superframe structure asngosed of three parts, the
Beacon theContention Access Perid@€AP) and the&Contention Free PerioCFP):

— Beacon the beacon frame is transmitted at the startiaif & It contains the
information on the addressing fields, the super&aspecification, the GTS
fields, the pending address fields and other PAated.

— Contention Access Period (CARlie CAP starts immediately after the beacon
frame and ends before the beginning of the CFR, @kists. Otherwise, the
CAP ends at the end of the active part of the $tgrae. The minimum length
of the CAP is fixed aaMinCAPLength = 440 symbol¥his minimum length
ensures that MAC commands can still be transmittkén GTSs are being
used. A temporary violation of this minimum may akowed if additional
space is needed to temporarily accommodate anaiserin the beacon frame
length, needed to perform GTS management. All tréssions during the CAP
are made using the Slotted CSMA/CA mechanism. Hewevthe
acknowledgement frames and any data that immegiafellows the
acknowledgement of a data request command are mitded without

36



Chapter 2 — Overview of IEEE 802.15.4 and ZigBee

contention. If a transmission cannot be comple&fdre the end of the CAP, it
must be deferred until the next superframe.

— Contention Free Period (CFPYhe CFP starts immediately after the end of the
CAP and must complete before the start of the beaton frame (iBO equals
SO or the end of the superframe. Transmissions anéeation-free since they
use reserved time slots (GTS) that must be preljial®cated by the ZC or
ZR of each cluster. All the GTSs that may be alledeby the Coordinator are
located in the CFP and must occupy contiguous.sidte CFP may therefore
grow or shrink depending on the total length ofGilSs.

In beacon-enabled mode, each Coordinator defiresparframe structure Figure 8
which is constructed based on:

— The Beacon Interval(Bl), which defines the time between two consecutive
beacon frames;

— The Superframe DuratiofSD), which defines the active portion in tBé and
is divided into 16 equally-sized time slots, durwhich frame transmissions
are allowed.

Optionally, an inactive period is definedBf > SD. During the inactive period (if it
exists), all nodes may enter in a sleep mode (te saergy)BIl andSD are determined
by two parameters, the Beacon Ordg®) and the Superframe Ord&SQ@, respectively,
as follows:

Bl = aBaseSupdrameDuraton x 25°
SD= aBaseSupdérameDuraton x 2°°

aBaseSuperframeDuration 15.36 ms (assuming 250 kbps in the 2.4 GHz &aqy
band) denotes the minimum duration of the supedrararresponding t80O=0

As depicted in Figure 8, low duty cycles can befigumed by setting small values of
the SO as compared t®O, resulting in greater sleep (inactive) periods.ZigBee
Cluster-Tree networks, each cluster can have dfffteand dynamically adaptable duty-
cycles. This feature is particularly interesting /SN applications, where energy
consumption and network lifetime are main concerhdditionally, the Guaranteed
Time Slot (GTS) mechanism is quite attractive fione-sensitive WSNs, since it is
possible to guarantee end-to-end message delaydbdaoth in Star and Cluster-Tree
topologies.

}forogsog BO<14 (2.9)

Association and Channel Scan Mechanisms

The association procedure takes place when a deva@s to associate with a
Coordinator. This mechanism can be divided intedtseparate phases: (1) channel scan
procedure; (2) selection of a possible parentaé3pciation with the parent.

IEEE 802.15.4 enables four types of channel scatenures: (1) theenergy
detectionscan, where the device obtains a measure of thie greergy in each channel;
(2) the active scan where the device locates all Coordinators tratisrgi beacon
frames; this scan is performed on each channelrbytfansmitting a beacon request
command; (3) th@assive scarwhere similarly to the active scan, the deviaates all
Coordinator transmitting beacon frames with thdedénce that the scan is performed
only in a receive mode, without transmitting beacequests; and (4) trephan scan
used to locate the Coordinator with which the s@apndevice had previously
associated.
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After the channel scan procedure is completedNW& layer receives a list of all
detected PAN descriptors (containing informationwttthe potential parents). Based on
the information collected during the scan, the dewan choose the most suitable parent
(that permits associations). The IEEE 802.15.4quaitstandard leaves the way to take
the association decision to the system designeveftteeless one of the most relevant
parameters to be considered is the Link Qualityciadr (LQI).

For a device to associate to a Coordinator, it nsestd an association command
frame. Then, if the Coordinator accepts the devicadds it to its neighbour table as its
child. An association response command frame isthie case of a successful
association, sent to the device (via an indireahdmission, refer to Section 2.2.8),
embedding its short address. Otherwise, in the ohs® unsuccessful association, the
association response embeds the problem statusnation. The Coordinator replies to
the association command frame with an acknowledgresbedding the pending data
control flag active, meaning that it has data retdbe transmitted to the device. The
association procedure is completed when the desécels a data request command
frame to the Coordinator requesting the pendinga ddhe association response
command). After a successful association, the @estiores all the information about the
new PAN by updating its MAC PAN Information Base AR PIB) and can start
transmissions. Figure 9 exemplifies the sequencemeksages for a successful
association request, followed by a data transmissio

The disassociation from a Coordinator is done wi#sassociation request command.
The disassociation can be initiated either by ek or by the Coordinator. After the
disassociation procedure, the device loses itstshddress and is not able to
communicate.

Time fusl [\ Frame control field Sequence || Dest Dest || Souce || Superframe specification [ GTS fields |La| Fos
+2132804 5 Type Zec Pnd Ack req Intra PAN| number FAN || Address || Addiess ||BO 30 F.CAP BLE Coord Assoc ||Len Permit || Coordinator Beacon
=149z9629|| 15 |[BCN 0 0 [i] 1 0xA5 | Dx0001 | OxFFFF |[0x0001 |07 D6 15 0 1 0| o 1 ||1z0]| ok
Time [us) Length Frame contral field Sequence || Dest Dest. Source Source Lot || Fos
+851545 Type Sec Pnd ek reqg Intra PAN || number PAN Address Pan Address
=15781174|| 21 |0 o 0 1 0 0x52 || 0x0001 | 0x0001 || 0xFFFF || 0x0000000200000002 11z || 0K
Time [us] Length Frame control field Sequence Lo || Fos Device Extended Address Assocation Parameters
+1787 Type 3ec Pnd Ack req Intra PAN| number
=15782861 || 5 |lacK 0 1 [i i 0x52 || 120 || 0R
Time [us) Length Frame contral field Sequence || Sowce Source Lat | res
+3328 g Type Sec Pnd ick reqg Intra PAN || number FAN Address Data Request
=15786289 || 16 |cop 0 0 1 1 0x53 || 0x0001 || 0x0000000200000002 11z oK
Time [us) Frame control field Sequence
w1351 || """\ Type Zec Pnd Ack req Tnera paw| e || S| FES
=15767750 | 5 |JACK 00 i [i] 0x53 || 120 || 0F
Time (5] || o Frame contral field Sequence |[ Dest Dest Source Source wan [ees
+2100 EMAN) Iype Sec Pnd Ack req Intra PAN|| rumber || PAN Address PAN Address
=15789850 || 28 |0 o 0o 1 0 0x93 || 0x0001 || 0x0000000200000002 || 0x0001 || 0x0000000100000001 120 0K
Time [uis) Length Frame contral field Seauence ||| o) g Coordinator \ \Asociation Status
+1973 Type Sec Pnd Ack req Intra PAaN number Extended Address A‘.Bigne(l Short Address
=15791826 | 5 |ACK 0 0 i [i] 0x93 || 112 || 0E
Time (5] || o Frame contral field Sequence |[ Dest Dest | Sowce || Superhame speciication e o s
+1272132 9N Type Sec Pnd Ack req Intra PAN || rumber FAN || Address || Addiess ||B0 30 F.CAP BLE Coord Assoc ||Len Permit || Coordinator Beacon
=17063960|| 15 |BCN 0 0 1] 1 UxA5 | 0x000L | OxFFFF |(0x0001 |07 D6 15 0 1 0 | o 1 ||lz4]| E
Time [us) Length Frame contral field Sequence || Dest Dest, Source || Source || MAC papload L | Fes
+019002 Type Sec Pnd Ack req Intra PAN || number PAN || Addiess || PAN || Addiess 00 00 Data Frame
=17983052 || 17 |[DATA 0 0 1 0 0x54 || 0x0001 | 0x0001 |[0x0001 ||0x000C || A1 FF |[112| OK
Time [us] Lengih Frame control field Sequence Lat || Fes \Device Short Address
+1533 [ Type Zec Pnd ack req Tntra Paw| number
=179G4585|| 5 JJACK 0 0 i [i] Ox54 (120 || 0% |
Time [us] Length Frame caontrol field Sequence || Dest. Dest, Source Superfiame specification GTS fields Lo || Fos
+1212596 Type Sec Pnd Ack req Intra PAN || number PAN || Address || Addiess ||BO S0 F.CAP BLE Coord Assoc |[Len Permit Coordinator Beacon
=19197181|| 15 |BCN 0 0 [ 1 0x47 || 0x0001 || 0xFFFF [[0x0001 |07 06 15 0 1 1] 0 1 |[1z0] oz

Figure 9 - Association mechanism example
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The Coordinator updates the list of associatedagsyibut it can still keep the device

information for a future re-association. Figure sitbws a transmission sequence of a
disassociation request initiated by a device.

LAl || FCS
116 || DK

Coordinator Beacon

Coordinator Beacon

Time [us] Length Frame control field Sequence || Dest, Diest, Souce Superframe specification GTS fields Lo || Fes
+1752735 % [Type Sec Pnd Ack req Intra PAN|| rumber FAN || Address || Address ||BO 30 F.CaP BLE Coord issoc ||Len Permit Coordinator Beacon
=25596704 15 EBCH i} i} i} 1 OxAd 0x0001 |[0xFFFF || 0x0001 || 07 06 15 1] 1 0 1] 1 lz0 oK |

Tirne: [us) Lenath Frame control field Sequence Dest. Dest Source Source

+2636 &ng Type Sec Pnd Ack req Intra PaW || number PAN Address PaN Addiess
=25599340 || 27 |CMD 0 0 1 0 0x57 || 0x0001 || 0x0000000100000000 || 0x0001 || 0x0000000200000002

Tirne [us) Length Frame contral field Sequence Ll |l Fes Device Disassociation Reason
+1781 2 Type Sec Pnd Ack reg Intra PAN [ number Extended Address
=25601121 5 ACK 0 1} o o 0x57 120 0K |

Tirne [us) Length Frame contral field Sequence Dest. Dest, Source Superframe specification GTS fields Lt || s
+2128504 Type Sec Pnd Ack req Intra PAN || rumber PAN || Address || Address ||B0 50 F.CAP ELE Coord Assoc ||Len Permit
=27729925 15 ECH 0 0 0 1 OxAE 00001 |[0xFFFF || 0x000L |07 06 15 1] 1 0 1] 1 124 0K

Tirne: [us] Length Frame contral field Sequence Dest. Dest, Source Superframe specification GTS fields Lt || s
+2132504 ' |[Type Zec Pnd Ack reg Intra Pam|| number PAN || Address || Address ||BO S0 F.CAP ELE Coord issoc (|Len Permit
=Z0862729 15 ECH 0 0 0 1 OxAC 0x0001 |[0xFFFF || 0x0001 |07 06 15 1] 1 0 1] 1 116 || 0K

Figure 10 - Dissassociation mechanism example

Guaranteed Time Slot (GTS) mechanism

The GTS mechanism allows devices to access theumedithout contention, in the
CFP. GTSs are allocated by the Coordinator anduaesl only for communications
between the Coordinator and a device. Each GTSaunatain one or more time slots.
The Coordinator may allocate up to seven GTSsénsime superframe, provided that
there is sufficient capacity in the superframe.HEGT S has only one direction: from the
device to the Coordinator (transmit) or from theo€@bnator to the device (receive).
Figure 11 illustrates message sequence diagram@¥S allocation.

Dewce next
togher layer

MLME-GT 3. recuest

MLME-GTSE. confirm

Device PAN coordinator PAN eoordinator
MLMWE MLME nexl Hgher fayer
g GTSrequest

Ackvowledgemert

i MLME GTS incication

‘Bzun,wa Cwilhi 3T desaiplor i

| ] ]
Figure 11 - GTS allocation message sequence diagram  [24]

The GTS can be deallocated at any time at theatiear of the Coordinator or the
device that originally requested the GTS allocatidrdevice to which a GTS has been
allocated can also transmit during the CAP. The r@ioator is the responsible for
performing the GTS management; for each GTS, itestahe starting slot, length,
direction, and associated device address. All tpesameters are embedded in the GTS
request command. Only one transmit and/or one vec8TS are allowed for each
device. Upon the reception of the deallocation estjthe Coordinator updates the GTS
descriptor list by removing the previous allocatddt and rearranging the remaining
allocation starting slots. The arrangement of tHePConsists in shifting right the
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allocated GTS descriptors with starting slot beftwerecent deallocated GTS descriptor
and consequently the final CAP slot variable isatpd. Figure 12 illustrates an example
of this procedure.

CAFP CFP |

“
-
1GTS3 GTS2 GTs1 !

i
=
v

CAFP

GTS3 6Tz GTH1 !

]
i‘
=
v

o
h
=
v

¥
¥

1 superframe

Figure 12 - CFP defragmentation upon a GTS dealloca tions [24]

In the Figure 12, theSitimeline represents the three allocated GTS. Thér@eline
shows the deallocation of GTS 2 that starts onlfffetime slot and has duration of 4
time slots. The final timeline show GTS 3 shifteght by 4 time slots. The first CTF
time slot shifted right from slot 8 (in timeline ) slot 12 (in timeline 3).

The Coordinators monitor GTS activity and if theme no transmissions during a
defined number of time slots the GTS allocationieg The expiration occurs if no
data or no acknowledgement frames are receivetiéoglevice or by the Coordinator, on
every2*n superframes, whereis defined as:

n = l8-macBeacon®e) it () < macBeacom@er< 8
(2.10)

n=1if 9<macBeacom@er<14

CSMA/CA Mechanism

In IEEE 802.15.4, contention-based MAC (Medium AgxeControl) can be either
slotted or unslotted CSMA/CA, depending on the mekwoperation behaviour: beacon-
enabled or non beacon-enabled modes, respectively.
The CSMA/CA mechanism is based on backoff periogish(the duration of 20
symbols). Three variables are used to scheduleumedccess:
— Number of Backoff§NB), representing the number of failed attempts to
access the medium;
— Contention WindowCW), representing the number of backoff periods that
must be clear before starting transmission;
— Backoff ExponentBE), enabling the computation of the number of wait
backoffs before attempting to access the mediurmaga
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Figure 13 depicts a flowchart describing the stbttersion of the CSMA/CA
mechanism. It can be summarized in five steps:

1. initialization of the algorithm variable®B equal to OCW equals to 2 an8E

is set to the minimum value between 2 and a MAC-laybr constant
(macMinBB;

2. after locating a backoff boundary, the algorithmitevdor a random defined

number of backoff periods before attempting to asdbe medium;

3. Clear Channel Assessment (CCA) to verify if the medis idle or not.

4. The CCA returned a busy channel, thdB is incremented by 1 and the

algorithm must start again in Step 2;
5. The CCA returned an idle chann&@W is decremented by 1 and when it
reaches 0 the message is transmitted, otherwisdgbathm jumps to Step 3.

In the slotted CSMA/CA, when the battery life exdiem is set to 0, the CSMA/CA
must ensure that, after the random backoff (stepgh®) remaining operations can be
undertaken and the frame can be transmitted b#ferend of the CAP. If the number of
backoff periods is greater than the remaining & @AP, the MAC sub-layer pause the
backoff countdown at the end of the CAP and deferto the start of the next
superframe. If the number of backoff periods is lesequal than the remaining number
of backoff periods in the CAP, the MAC sub-layeipbgs the backoff delay and re-
evaluate whether it can proceed with the framestrassion. If the MAC sub-layer do
not have enough time, it defers until the starthefnext superframe, continuing with the
two CCA evaluations (step 3). If the battery lifetension set to 1, the backoff
countdown must only occur during the first six folickoff periods, after the reception
of the beacon, as the frame transmission mustistarte of these backoff periods.

STEP 1 i § STEP2
[Jeiaé;l’ur
randam{2™" - 1) unil

backofl periods

NE=0,CW=0
Perform CCA on
BE = min backoff pericd STEP 3
(2, macMinBE] boundary

Y

BE = maciinBE
N
- STEP 4 y STEP 5
Y CW=2, NB= NB+1, CW= CW-1

Locata backoff EE = miniBE+1, aMexBE)
pernod boundary

¥

Failure: { Success

Figure 13 - The Slotted CSMA/CA Mechanism [24]

41



Chapter 2 — Overview of IEEE 802.15.4 and ZigBee

The non slotted mode of the CSMA/CA (Figure 14yésy similar to the slotted
version except the algorithm does not need to ré@W number of times) when the
channel is idle.

STEP 1
Unslotted CSMA
MB =10,
EE = machinBE
[
] STEP 3 N
Bajayfor Perform N NEB = NE+1 NE=
STEP 2 | random(2% - 1} unit [—pme| Chanrnel idla? = Wotl, | 3
hac:k{Eﬁ parin}ds CCA BE = min{BE+1, aMaxBE) achaxCSMABackal;
STEP 4 ¥

Figure 14 - The Un-slotted CSMA/CA mechanism [24]

Inter-Frame Spacing (IFS)

The inter-frame spacing (IFS) is an idle commumdcatperiod that is needed for

supporting the MAC sub-layer needs to process datived by the physical layer. To

allow this, all transmitted frames are followed ay IFS period. If the transmission

requires an acknowledgment, the IFS will follow taeknowledgement frame. The

length of the IFS period depends on the size ofrdmesmitted frame: a long inter-frame
spacing (LIFS) or short inter-frame spacing (SIF3)e selection of the IFS is based on
the IEEE 802.15.4aMaxSIFSFrameSizearameter, defining the maximum allowed
frame size to use the SIFS. The CSMA/CA algoritlakes the IFS value into account
for transmissions in the CAP. These concepts rgtribted in Figure 15.

Acknowledged transmission

Long frame | | ACK | |Short frame l | ACK |

[t | |HER | feck | LSIFS |

Unacknowledged transmission

Long frame | Short frame

LIFS SIFS

aTurnaroundTime < law < (aTurmaroundTime (12 symbals) + aUnitBackoffPeriod (20 symbols))
LIFS = aMaxLIFSPeriod (40 symbols)
SIFS » aMacSIFSPeriod (12 symbols)

Figure 15 - Inter-frame spacing [24]
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Transmission scenarios and reception conditions
The IEEE 802.15.4 protocol standard enables thifeereht types of transmissions:

1.

Direct transmissions- the frames are transmitted to the medium wittanyt
channel assessment i.e. the beacon frames, thewaleldgment frames and the
frames in the GTS time slots;

Indirect transmissions- the frames are stored in the Coordinator to kviie
destination device is associated. Then, the infdomabout the stored frames
(or pending transmissions) is included in the pegdaddresses descriptors
fields of the beacon frame. If a device has pendiata in the Coordinator it
can request it by sending a data request commamnaefr An example of this
mechanism is depicted in Figure 16 where the Caoatdr beacon contains the
short address 0x0004 in the pending address ighd Coordinator neighbour
table, the short address 0x0004 is associated ¢o etktended address
0x0000000400000004. Then, the device 0x0004 regjukstdata with a data
request message embedding its extended addres€adndinator searches in
its neighbour tables for the short address cormredipg to the extended address
received in the command frame and transmit theesponding pending data.
In the next Coordinator beacon the pending addisiss updated.

Normal transmissions- the frames are transmitted to the medium with
contention, by applying the CSMA/CA algorithm i.@ata frames and
command frames transmitted during the CAP. Dependihthe operation
mode (beacon-enabled or non beacon-enabled) theAGSMalgorithm has
two versions, the slotted or the unslotted respelsti

Time [us]
+2122191
=70392057 21

Length

Frame contral field Sequence || Dest Dest. Source Superframe specification GTS fields Pending addresses, Lat || res
Type Sec Pnd Ack req Intra PAN || number PAN || Address || Address | Bo 50 F.CAP BLE Coord Assoc |[Len Permict |[Short: Ox0002 0x000%| 0x0004
BCN 0 0 i} 1 0x70 Ox0001 |(0xFFFF || 0x0001 |07 06 15 1} 1 1} 0 1 Ext: T 144 || 0K

Time [us]
+6696
=70398753 16

Length

Frame contral field Sequence || Source Saurce 1t |[fcs Pending Addresses List
Type Sec Pnd Ack req Intra PAN || number PAN Address Data Request
CHD [ 1 1 0xDS Ox0001 |{0x0000000400000004 152 || 0K

= Short Address of the Device

Time [us] L Frarme cantrol field Sequence

th Lol || FCs i i
11439 M0 Tope Sec Pnd Ack reg Intra PAN|| number U Requesting Device Extended Address
=70400192| 5 [ACK 0 0 0 0 0xDS  |[144 || 0K Coordinator Beacon
Time [us] Length Frame contral field Sequence || Dest Dest. Source || Source || MAC payload Lot || rcs
+2175 9" Type Sec Pnd Ack req Intra PAN || number PAN ddre PAN || Address 00 06 Requested Data Frame
=70402367 ||_17 |[DATA 0 @ 1 1] 0x8E || ox000l)||0x0004 |fox000l || 0x0001 || 52 00 ||132 || 0K
i) ] Length Frame conirolfield Sequence Lol || FCs Destination Address
+1572 Type Sec Pnd Ack reqg Intra PAN number
=70403933| 5 |ACK 0 0O 0 0 0x3E (152 || 0K Updated Pending Address List
Time [us] Frame contral field Sequence || Dest Dest. Source Superframe specification GTS fields Pending addresses
Length Lal [|FCs
+2122175 Type Sec Pnd ick req Intra PAN || number FAN [ Address || Addiess | B0 50 F.CAP BLE Coord Assoc [[Len Permit [[Short: Ox0002 0x0003
=72526114| 19 |[BCN 0 @ 1] 1 0x71 || 00001 || 0xFFFF || 0x0001 |07 06 15 1] 1 1] 0 1 ||Ext: 136 || 0K

Figure 16 - Indirect transmission example

The IEEE 802.15.4 protocol standard identifies ehrdifferent transmissions
scenarios during the CAP:

Successful data transmissiotthe sender successfully transmits the frame to
the intended recipient. The recipient receives fleme and sends an
acknowledgment if required. If it is an acknowledgequest, the sender starts
a timer that expires aftenacAckWaitDuratiorsymbols. Upon the reception of
the acknowledge frame (before the timer expird® , sender disables and reset
the timer. The data transfer is completed succhgsfu
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Loss of frame- the sender successfully transmits the framédanedium but
it never reaches the destination, so that an aclkeugement frame is not
transmitted. The sender timer expires (aftencAckWaitDuration and the
sender retransmits the frame again. This procedsireepeated up to a
maximum ofaMaxFrameRetrieimes after which the transmission aborts.
Loss of acknowledgmentthe sender successfully transmits the framehéo t
intended recipient that upon reception replies &ithacknowledgement frame.
The sender never receives the acknowledgment arelsrehe transmission.

The MAC sub-layer will only accept frames from tRaéy layer if it satisfies the
following requirements:

The frame type subfield of the frame control fieldes not contain an illegal
frame type;

If the frame type indicates that the frame is acbeaframe, the source PAN
identifier must matcimacPANId,unlessmacPANIdis equal tdxffff, in which
case the beacon frame must be accepted regardfetise osource PAN
identifier;

If a destination PAN identifier is included in thfeame, it must match
macPANIdor the broadcast PAN identifiedxffff);

If a short destination address is included in ttemk, it must match either
macShortAddressr the broadcast addreg3xffff). Otherwise, if an extended
destination address is included in the frame, isthmiatchaExtendedAddress

If only source addressing fields are included data or MAC command

frame, the frame is accepted only if the devica @Goordinator and the source
PAN identifier matchemacPANId
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Chapter 3

Technological Platforms and Tools

This chapter describes the technologies used toyocawt all of the
implementation and experimental work presentedhis Thesis, like the
WSN platforms and network analysers used for debggand analysis.
It also presents some of the Open-ZB tools like TheyOS IEEE
802.15.4/ZigBee protocol stack implementation am@ tOPNET
simulation model.

3.1 Mote Platforms — The MICAz and TelosB

The Open-ZB [19] IEEE 802.15.4/ZigBee implementati® supported by two hardware
platforms, the MICAz [25] and the TelosB [26] meterhe MICAz mote (Figure 17
left) has the following features:

— ATMEL ATmegal28L 8-bit microcontroller [27];

— CC2420 RF transceiver [28];

— 128 KB of Program memory (in-system reprogramméhbkeh);

- 4 KB of EEPROM,;

— Supports several sensor boards;

— UART communication port.
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Figure 17 - Micaz mote and the block diagram [25]

The TelosB moteRigure18 left) has the following characteristics:
— TI MSP430 1ébit microcontroller [29] ;

— CC2420 RF transceiv [28];

— 48 KB of Program memory (-system reprogrammable flash);
- 10 KB of EEPROM

— Includes a temperature and light ser

— UART communication port (USB converte

Embedded Antenna

L | |Logger
] Flash

3 !
MSP430

L. u controller

Analog /O

Temp. |+ o [ |
Humidity Digital I/0
Sensor J I [ ]

Light
Sensor

10198UU0D) UIG-0 | PUB 9

USB

O Connector O

Figure 18 - TelosB mote and the block diagram [26]

The TelosB architecture is slightly different frahre one of the MICAz, especial
due to the 1fits MSP430 microcontrolle[29] as compared to the MICAz-bits
Atmegal28 microcontrolle[27]. This triggers the need for selecting the corragpw
driver modules already provided in TinyOS and thdamation of the firs
implementation version, which only supported theCiE platform, to upport the 1-
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bits memory block of the MSP430. Both platforms ke same 2.4 GHz Chipcon
CC2420 radio transceiver [28].

3.2The FLEX Board

The FLEX [30] was built as an embedded board tdaitxiine potential of the Microchip
micro-controllers: the dsPIC family, aiming at tHevelopment and test of real-time
applications.

Its main features are:

- DsPIC33FJ256MC710 Microcontroller at 40 MHz [31];

- Flexipanel EASYBEE IEEE 802.15.4 Transceiver modal;

— 256 KB of Program memory (in-system reprogramméhbkeh);

— modular architecture (done by using daughter bogigts/backing);

— ICD2 in-circuit programmer connector;

— the full support of the ERIKA real-time kernel fragvidence Srl;

The compact design allows the employment of FLEX owly for development
purposes, but also as a suitable solution for tivecd deployment of Wireless,
Acquisition, and Digital control systems. The basinfiguration of a FLEX device is
made by the Base Board. The FLEX Base Board moartéicrochip dsPIC micro-
controller, and exports almost all the pins of thiero-controller. The user can easily
connect the desired components to the dsPIC paorterder to build the specific
application.

As depicted in Figure 19, several daughter boaatssbe connected in piggyback to
the Flex Base Board. The daughter boards haveregliffdeatures and they can be easily
combined to obtain complex devices.

Figure 19 - The FLEX board [30]

3.3Programming Interfaces

The TelosB motes do not need any programmer imterfeecause they already have an
USB port that can be used to upload programs adsaseéhterfacing the mote with other
equipments. However, the MICAz mote needs to begnammed using an interface
board such as the MIB510 (Figure 20 A) [33], theBBR0 (Figure 20 B) [34], and the
MIB600 (Figure 20 C) [35]. The interface boards MBI and MIB520 are very similar
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except the fact the MIB510 has a serial RS-232fate and the MIB520 has an USB
interface. The MIB600 has an RJ-45 Ethernet interfaith an implementation of the
full TCP/IP protocol. These three interface boaatisw the use of a JTAG adapter for
debugging and can be used as base stations intgyfde wireless sensor network with
a PC.

A) MIB510 [33] B) MIB520 [34] C) MIB600 [35]
Figure 20 - Interface Boards - MIB510, MIB520 and M  IB600

The FLEX boards are programmed through a debugggm@mmer device called
MPLAB ICD2 [36] from Microchip. The MPLAB ICD 2 isa low cost, real-time
debugger and programmer for selected RICUs and dsPI€ DSCs. Using Microchip
Technology's proprietary In-Circuit Debug functiopnwograms can be downloaded,
executed in real time and examined in detail whid debug functions of MPLAB IDE.
Set watch variables and breakpoints from symbaliels in C or assembly source code,
and single step through C source lines or intorabgecode. MPLAB ICD 2 can also be
used as a development programmer for supported Mslde it is able to program or
reprogram the Flash-based microcontroller whiléaiifsd on the board.

Some of the features are:

— USB (Full Speed 2 M bits/s) & RS-232 interface tsthPC
- Real time background debugging

- MPLAB IDE GUI (free copy included)

— Built in over-voltage/short circuit monitor

— Firmware upgradeable from PC

— Supports low voltage to 2.0 volts. (2.0 to 6.0 &ng

— Diagnostic LEDs (Power, Busy, Error)

— Reading/Writing memory space and EEDATA areas mfaamicrocontroller
— Programs configuration bits

— Erase of program memory space with verification

— Peripheral freeze-on-halt stops timers at breakpoin

3.41EEE 802.15.4/ZigBee Protocol Analysers

The implementation of the IEEE 802.15.4/ZigBee hasn supported by two network
protocol analysers (packet sniffers): the ChipcoG2€20 Packet Sniffer for IEEE
802.15.4 v1.0 [37] and the Daintree |IEEE 802.15gH&e Network Analyser [38].

These analysers interpret the IEEE 802.15.4 anBe&igrames, allowing to debug and
to validate the implementation of the IEEE 802.1Z&gBee protocols.
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a) Snapshot of the sniffer application  b) CC2420 EB with a CC2420EM [38]
[37]

Figure 21 - Overview of the Chipcon IEEE802.15.4/Zi gBee Packet Sniffer

The packet sniffer provided by Chipcon (Figure 2 CC2420 Packet Sniffer for
IEEE 802.15.4 v1.0 provides a raw list of the paskiansmitted. This application
works in conjunction with a CC2400EB board (Fig@feb) and a CC2420EM module
(equipped with a CC2420 radio transceiver). Figikea depicts a snapshot of the sniffer
application which provides the following features:

— Raw list of the received packets with timestampiinfation;

— Interpretation of the packets information, hightigh the different packet
fields;

— Packet fields filtering;

- Device list.

Chipcon also provides a tool used to test the tiwsrs, the SmartRF Studio [39].
This application interacts with the CC2420EB/CC28RDevaluation board and allows
viewing and interacting with the CC2420 transceiv@mory registries. With this tool is
possible to test different configurations on thensiceiver and test its behaviour with
simple send/receive functions. This tool was vesgful during the protocol stack
implementation enabling a better understandingpefahysical layer implementation and
the functionalities of the transceiver. Figure 22idts an overview example of the
Smart RF application interfaces, which providesftilewing features:

Read/Write from/to the CC2420 transceiver memogystees (Figure 22.a);

— Execute functions of the transceiver (e.g. TR OX,AFF, etc.)

— Test transmissions, IEEE 802.15.4 compatible paakean unmodulated
carrier;

— Memory views (Figure 22.b) of the buffers (recedwrel transmit).
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Figure 22 - Overview Chipcon SmartRF Studio [39]

The Daintree Network Analyser provides more funudidies than the Chipcon

sniffer. Besides the received packets list and theld highlighting, it also constructs a
graphic view of the network topology, including tkésualization of routing paths,
message flows, device states and link quality efriessages, as depicted in Figure 23.
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Figure 23 - Overview of Daintree Network Analyser [  38]
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Another interesting feature, is the network statfithe devices by analysing the
messages transmitted, messages received, lossgaeatian, bandwidth usage, average
link quality indicator among others. This applicatialso distinguishes the analysis
parameters depending on the selected protocoldayée Daintree Analyser enables the
import of a plant layout (office floor, factory o) and overlay the network topological
view over it. This feature allows dragging and gvimg nodes, assigning labels to each
node and it can be very useful for monitoring teénork.

The hardware used in conjunction with this netwarlalyser is the 2400 Sensor
Network Adapter [40]. This adapter includes an Hikeinterface and can be used for a
multiple and synchronized node sniffing, meaningt teeveral 2400 can be scattered
(connected to an Ethernet network) in a certainggggghical area in a way that IEEE
802.15.4/ZigBee traffic can be collected at difféartocations of a large-scale network
into a single application.

3.5TinyOS and ERIKA Operating Systems

3.5.1About operating systems for resource constrained mwork embedded nodes

The Operating System provides an abstraction ofithehine hardware and is in charge
of reacting to events and handling access to men@ryJ, and hardware peripherals.
Especially in constrained hardware devices likes¢hof sensor boards, the effectiveness
in the OS paradigms largely affects the respongheartarget application. The execution
model is the key factor differentiating the manyusions in existing OSs for WSNs.
TinyOS [43] uses a stack shared among the procesgero heap. Each instance of the
task runs until the end of the code unless it ssgmpted by an ISR (Event Handler)
activated by an event occurrence; ISRs can in $pawn a new task or call a function
(command). The task scheduler implements a FirsheCBirst Served (FCFS) strategy.
Lacking priorities and pre-emption, it is impossibto give precedence to more
important activities.

Other Operating Systems (e.g. ERIKA [44], nanoRRK]J4allow task pre-emption
and real-time priority-driven scheduling.

Tasks can block on certain events, can be wokefactprated) upon the occurrence
of internal or external events (the reception afiedwork message or other hardware
interrupts, or explicit activation by other tasksy,upon expiration of software timers.
To permit pre-emption, some machine-dependent nmésing must be implemented to
save the “context” of the task (registers and stagiter) at suspension occurrence.
Such mechanism permits to resume the suspendedutatiop when the task is
rescheduled.

An intermediate software solution is given by Ckintj45]. This OS uses a
monostack memory model for an event-driven kerfible application programs are
dynamically loaded at run-time. It supports a thréilke coding style (protothreads) but
enforcing a sequential flow of control; optionathulti-threading can be adopted, linking
to a specific library. Table 3 presents some of wedl-known operating systems for
resourced constrained devices.
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Table 3 - Operating Systems for resource constraine  d devices

Operating Origin Open Real Link
System source -
time
TinyOS UCB, Intel Yes No http://www.tinyos.net
(USA)
Contiki SICS Yes No http://www.sics.se/contiki
(Sweden)
Nano-RK CMU (USA) Yes Yes http://www.nanork.org
ERIKA SSSUP (ltaly) Yes Yes http://erika.sssup.it
MANTIS UC Boulder Yes No http://mantis.cs.colorado.edu
(USA)
SOS UCLA (USA) Yes No https://projects.nesl.ucla.edu/

public/sos-2x/doc

3.5.2TinyOS and nesC
TinyOS [43] is an operating system for embeddedtesys with an event-driven
execution model. TinyOS is developed in nesC [4¥]language for programming
structured component-based applications. nesC Hhadike syntax and is designed to
express the structuring concepts of TinyOS. Thiduihes the concurrency model,
mechanisms for structuring, naming and linking tbge software components into
embedded system applications. The component-bagplication structure provides
flexibility to the application design and developrhenesC applications are built out of
components and interfaces.
The components define two target areas:

- the specification a code block that declares the functions it piesi

(implements) and the functions that it uses (calls)

— the implementationf the functions provided.

The interfaces are bidirectional collections of diions provided or used by a
component. The interfaceemmandsre implemented by the providing component and
the interfaceeventsare implemented by the component using it. Thepmmants are
“wired” together by means of interfaces, formingamplication.

TinyOS defines a concurrency model based on task$ lardware events
handlers/interrupts. TinyOS tasks are synchrononstfons that run without preemption
until completion and their execution is postponeadiluthey can execute. Hardware
events are asynchronous events that are executedgonse to a hardware interrupt and
also run to completion.
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TinyOS directory structure is the following:

— tinyos-1.x
— apps — Standard TinyOS application and test proggram
— contrib — Users contribution (generally the tinylos- directory

structure is replicated in each contribution);

— doc — Documentation and On-line Tutorial;
— tools — Development utilities and programs;
— tos — TinyOS modules and interfaces.

- tos
— interfaces — Interfaces for TinyOS component;
- lib — Libraries;
— platform — Drivers for mote hardware;
- sensorboards — Drivers for sensor boards;
— system — Drivers for the mote system — EEPROM,UART;
- types — Special type definition.

Figure 24 depicts the possible interactions betwkertomponents and interfaces.

Figure 24 - Arrangement of the components and their wiring [47]

The graphical arrangements have the following rmreani

- Avrequires interface B providesl, andA andB are wired together.

- C and D both require or both providd. The direction of the arrow
indicates that the original wiring i€"'= D".

- E requires functior, andF provides functiot.

TinyOS also provides a program calleelsdochat provides a graphical arrangement
of all the components used by an application. T is very useful to understand how
TinyOS binds all the components.

3.5.3ERIKA and RT-Druid
Erika Enterprise RTOS is a multi-processor reaktimoperating system kernel,
implementing a collection of Application Programmitnterfaces (APIs) similar to
those of OSEK/VDX standard for automotive embedcaatrollers. ERIKA is available
for several hardware platforms and it introducamirative concepts, mechanisms and
programming features to support micro-controllers eulti-core systems-on-a-chip.
ERIKA features a real-time scheduler and resouremagers, allowing the full
exploitation of the power of new generation micmwtollers and multi-core platforms.
Tasks in ERIKA are scheduled according to fixed alydamic priorities, and share
resources using the Immediate Priority Ceiling pcot. Interrupts always pre-empt the
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running task to execute urgent operations requbgdperipherals. RT-Druid is the

Eclipse-based development environment for ERIKA efmtise that allows writing,

compiling, and analyzing an application. RT-Drusdcbmposed by a set of plug-ins for
the Eclipse Framework [48]. The RT-Druid Core plageontains all the internal

metamodel representation, providing a common itfuature for the other plug-ins,

together with ANT scripting support.

The RT-Druid Code Generator plug-in implements t©#. file editor and
configurator (for a review on OSEK/VDX standard dDt language see [49]), together
with target independent code generation routine€EfRIKA Enterprise. The RT-Druid
Schedulability Analysis plug-in provides the ScHhadility Analysis framework,
implementing algorithms like scheduling acceptanests, sensitivity analysis, task
offset calculation, thus including a set of destgols for modelling, analyzing, and
simulating the timing behaviour of embedded realetisystems.

3.6 Open-ZB Toolset
The Open-ZB toolset for the IEEE 802.15.4/ZigBeatqcols is available at [19].

3.6.10pen-ZB TinyOS protocol stack

The Open-ZB [19] development efforts include th@l@mentation of the IEEE 802.15.4
Data Link Layer and a part of the ZigBee Networkyéma This protocol stack
implementation is transversal to all experimentscdbed in this Thesis, namely on
Chapters 4, 5, 6 and 8. The future objectives ef@pen-ZB are to implement the full
IEEE 802.15.4 protocol stack and the full functiities of the ZigBee Network Layer.

The first version of the IEEE 802.15.4 implememtatbnly supported the MICAz
motes [25] and it was conditioned to that hardwglaform. The latest version also
supports the TelosB [26] hardware platform.

The Open-ZB protocol stack implementation has thneé blocks: (1) the hardware
abstraction layer, including the IEEE 802.15.4 jtalslayer and the timer module
supporting both MICAz and TelosB mote platforms} {{2e IEEE 802.15.4 MAC sub-
layer; and (3) the ZigBee Network Layer. The impémted features of the IEEE
802.15.4 include the slotted version of CSMA/CAaaithm, allowing the testing and
parameterization of its variables, the differenpday of transmission scenarios (e.qg.
direct, indirect and GTS transmissions), assamiatif the devices, channel scans (e.g.
energy detection and passive scan), beacon managame other mechanisms. Other
IEEE 802.15.4 features were left out of this impdeation version because they are not
needed for the current research efforts. Feathiasare not currently supported include
the unslotted version of the CSMA/CA, the activel amphan channel scan, the use of
extended addressing fields in normal data transomss

In the ZigBee Network Layer, the currently suppdrfeatures comprise the data
transfer between the Network Layer and the MAC Isiyler, the association mechanisms
and the network topology management (e.g. cluster-tsupport by the ZigBee
Addressing schemes) and routing (e.g. neighbouing@and tree-routing). Security is
not supported yet.

We have implemented the beacon-enabled mode ofBfEE 802.15.4 MAC sub-
layer and the required functionalities in the ZigBeetwork Layer to support cluster-
tree topologies. TinyOS v1.16 was used over the AMl@Gnd TelosB motes. More
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recently, though still under testing, we ported stack to TinyOS v2.0, keeping the
same software architecture, as a result from ollatoaration with the TinyOS Network
Protocol Working Group [20] to implement a ZigBammpliant stack for TinyOS 2.0.

Related implementations and hardware

There are several implementations of the IEEE &)2/ZigBee protocols supported by
different hardware platforms [49-59]. These werevedeped in C language and
programmed directly in the microcontroller withoamy supporting operating system
(like TinyOS). Also, in some implementations, tloeice code is not open, enabling just
the implementation of top level applications usiagpre-defined interface set. In
addition, these implementations can only be usethénprovided hardware platform.
Additionally these implementations only support then-beacon enabled mode,
therefore allowing the construction of ZigBee stamdmesh networks (refer to Section
2.1.1), but not of beacon-enabled Star and Clustee-networks.

The Ember [50] EmberZNet, compliant with the 200§B&e specification, solution
works with the EM250 System on Chip and EM260 ZigBm-processor [50, 51].
Freescale Semiconductor [53] also provides a cowmialeimplementation compliant
with the 2006 ZigBee specification, the BeeStadke Foftware stack supports several
Freescale chip platforms, such as the MC1319248d]the MC13201 [55].

The IA USB Dongle [56], developed by IntegrationsAsiates [57] provides an USB
hardware with device drivers that implement a 2G§Bee compliant stack. The
provided drivers allow the integration of the danglith different operating systems.
The source code is not provided.

Texas Instruments developed the Z-Stack [58] thatampliant with the ZigBee
2006 specification and supports multiple platforimsluding the CC2431 System-on-
Chip [59], the CC2420 [28] and MSP430 platforms.eTZ-Stack is a free
implementation developed in C language. The ATMEVYRAZ-Link [60] is another
IEEE 802.15.4 compliant platform that includes @efistack implementation in C with
available source code.

Besides the above mentioned companies there arerasesthers with ZigBee
solutions. Nevertheless, only the mesh network ltgpes are supported and the
software implementations are limited. Most of thesmmpanies are semiconductor
companies dedicated to hardware development.

Refer to [61] for a full list of ZigBee compliantgtforms.

Software Architecture

The Open-ZB implementation has three main TinyO8pmnents: th&hy, theMac and
the NWL (Figure 25). TheMac and theNWL are shared by the two platforms (MICAz
and the TelosB) and there are two different Phymaments, one for each platform. At
compilation time, thePhy component is selected according to the envisadgttbpm.
The need of two different Phy components is duthéofact that the TinyOS hardware
specific modules are different for each platfornisd the two platform differ in the
hardware timers they provide, leading to two défgrtimer modules (the TimerAsync)
with the purpose of maintaining all asynchronoumseti events of the Mac layer (e.g.
beacon interval, superframe duration, time slot laackoff periods). Nevertheless, the
software architecture is the same for both platkorm
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Figure 25 - Protocol stack software architecture

Table 4 presents the layered view of the diffefl@nyyOS components and interfaces
of the IEEE 802.15.4/ZigBee protocol stack impletaéon. The organization in
modules enables the easy and fast developmentaptattbns/extensions to the current
implementation. Each of these modules makes useixfiary files to implement some
generic functions (e.g. functions for bit aggregatinto variable blocks), constants
declaration (e.g. layer constants), enumeratiorgs @ata types, frame types, response
status) and data structure definitions (e.g. frapvestruction data structures).

The interface files (Figure 25 right side) are udedbind the components and
represent one Service Access Point (SAP). Eaclhesfet interfaces provide functions
that are called from the higher layer module aredeaecuted/implemented in the lower
layer module. The interfaces also provide functiosed by the lower layer modules to
signal functions that are executed/implementedhénhtigher layer modules. For example
the PD_DATA.ncinterface is used by thglacM module to transfer data to thyM
module, that is going to be transmitted, and atsmbkes the signalling by tHehyM in
theMacM of received data.
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Table 4 - Functionalities of the implemented protoc ol stack components [62]

Component Functionalities

Activation and deactivation of the radio transeejv

Energy detection within the current channel;

Transceiver data management, Received Signal Strelmgtication (RSSI)
readings and channel frequency selection;

Clear Channel Assessment (CCA) procedure for the CSMAY@ghanism;
Data transmission and reception management.

PHY

Beacon generation if the device is a Coordinator;
Synchronization services;

MAC PAN association and disassociation procedures;
CSMAJ/CA as a contention access mechanism;
GTS management mechanism.

Definition of the network topology (by enabling tdevice operation as a ZC,
ZR or ZED);

Association mechanisms;

ZigBee addressing schemes;
Maintenance of neighbour tables;
Tree-Touting.

NWL

Figure 26 depicts the relations between differeomponents of the IEEE
802.15.4/ZigBee protocol stack implementation. Nbe some components used in our
IEEE 802.15.4/ZigBee protocol stack implementataoe already part of the TinyOS
operating system, namely the hardware components fee HPL<...>.nc and the
MSP430<...>.nc modules).

NWL Interfaces
provided to ASL

MAC Interfaces — ! HPLCC2420Interrupt.nc
nierraces HPLCC2420Capture.nc

provided to NWL
provided to MAC MSP430Interrupt.ne
“ “ HPLCC2420 HPLCG2420InterruptM
HPLCC2420.nc
TimerAsmene] 3z 0 (et e e e HPLCC2420FIFO.nc MSP430Inferrupt.ne

HPLCC2420RAM.ne

Interfaces/modules |
implemented ‘
\
\

Interfaces/modules
already existing in TinyOS

Figure 26 - TinyOS implementation diagram [62]
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In this implementation, there is no direct intei@ctwith the hardware. In fact,
TinyOS already provides hardware drivers forgingaadware abstraction layer used by
the Phy component. In Figure 26, observe that the compsnéled in white are
hardware components already provided by the Ting@&ating system.

Refer to an extended implementation technical repior [62] for a detailed
description of the implementation functions, valégband protocol mechanisms.

3.6.2The Open-ZB IEEE 802.15.4 Simulation Model

The OPNET Modeler [42] is an industry discrete-@éveetwork modelling and
simulation environment. It includes libraries of twerking technologies and
communication protocols, such as the TransmissiomrGl Protocol / Internet Protocol
(TCP/IP), hypertext transfer protocol (HTTP), opsrortest path first routing (OSPF),
asynchronous transfer mode (ATM), frame relay, B5(802.11, or Wi-Fi, and 802.16,
or even WiMAX. These libraries provide the buildiblpcks used to generate models of
networks. One of the several add-on modules availdlom OPNET is the wireless
module. It extends the functionality of the OPNEDdéler with modelling, simulation
and analysis of wireless networks. Our simulatioodet [65] builds on the wireless
module, an add-on that extends the functionalityhef OPNET Modeler with accurate
modelling, simulation and analysis of wireless ratg. The simulation model
implements physical and medium access control $agefined in the IEEE 802.15.4-
2003 standard. The OPNET Modeler is used for dgvedp namely due to its accuracy
and to its sophisticated graphical user interface.

The actual version of the simulation model onlymuns the star topology where the
communication is established between devices,ctailgide the model End Devices, and
a single central controller, called PAN Coordinateach device operates in the network
must have a unique address.

There are two types of nodes inside the simulatiodel:

— wpan_analyzer_node: This node captures globakstai data from whole
PAN (one within PAN).

- wpan_sensor_node: This node implements the IEEELBGR2003 standard
as was mentioned above.

The structure of the IEEE 802.15.4 sensor nodesarfwgensor_node) used in the
simulation model is composed of four functionaldie (Figure 27):

1. ThePhysical Layer consists of a wireless radio transmitter) (@and receiver
(rx) compliant to the IEEE 802.15.4 specification, mpeg at the 2.4 GHz
frequency band and a data rate equal to 250 kbpstrinsmission power is set
to 1 mW and the modulation technique is Quadrahase Shift Keying
(QPSK).

2. TheMAC Layer implements the slotted CSMA/CA and GTS mechanidihs.
GTS data traffic (i.e. time-critical traffic) incamg from the application layer is
stored in a buffer with a specified capacity amspdiched to the network when
the corresponding GTS is active. The non timegaaitdata frames are stored in
an unbounded buffer and based on the slotted CSMAAorithm are
transmitted to the network during the active CARisTlayer is also responsible
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for generating beacon frames and synchronizingnéteork when a given node
acts as PAN Coordinator.

3. The Application Layer consists of two data traffic generators (ileaffic
Sourceand GTS Traffic Sourgeand oneTraffic Sink The Traffic Source
generates unacknowledged and acknowledged datasramnsmitted during
the CAP (uses slotted CSMA/CA). The GTS Traffic ®eucan produce
unacknowledged or acknowledged time-critical datankes using the GTS
mechanism. The Traffic Sink module receives frafwewarded from lower
layers and performs the network statistics.

4. TheBattery Module computes the consumed and the remaining energisleve
The default values of the current draws are seéhése of the MICAz mote
specification [25].

”w’e;;;**\‘ l-"’;;;ﬂ];’”j GTS Traffic Source Process Mode| g
#® Vﬁn (DEAFAULT_INTRPT)lqueue_status() - ,:/—/"’ _____ T - g mevauu,;\
- g = "}
// \\ (PACKET_GENERATE) | i
The slotted CSMA/CA mechanism s \\ — f
/// nit_backoli _ Sensor Node Model APPLICATION LAVER
2 ovel - . §
e — | ™ /
Battery A (BACKOFF_EXPIRED 8 CAP_IS_ACTIVE)wpan_cca_defer( —
E;;;:gz'm" i"e‘s““J] @- backoff_timer e
@Ea GTS Setting ) ~ N / L e S
@ |} GTSPemit cnabled S (CHANNEL BUSYywpan backofl_updae) \ / Battery
@ |- Start Time (seconds) 10 el P = \ ’
@ |- Stop Time (seconds) 15 e "
@ | Length (slots) 1 / \\\\
@ |- Direction asmit I N
@ | MSDU Interarrival Time  constent (1.0] > 4 PH AY NN
g toumin v

Figure 27 - The IEEE 802.15.4 [65]

The actual version of the simulation model is 2@ & not backward-compatible to
the previous version 1.0, meaning that the devime¥orming to version 1.0 are not
capable of joining and functioning in a PAN compbsé devices conforming to version
2.0 and vice-versa. The actual version 2.0 of tineulstion model implements the
following functions in accordance with the IEEE 80 4-2003 standard.

Supported (implemented) features:
- Beacon-enabled mode
Slotted CSMA/CA MAC protocol
Frame formats (beacon, command, ack, mac_packet)
Physical layer characteristics
Computation of the power consumption (MICAz and oB& (TmoteSky)
motes supported) - Battery Module
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Guaranteed Time Slot (GTS) mechanism (GTS allopataeallocation and
reallocation functions)

Generation of the acknowledged and unacknowledgedication data (MAC
Frame payload = MSDU) transmitted during the CotidenAccess period
(CAP)

Generation of the acknowledged or unacknowledgeglicgiion data
transmitted during the Contention Free Period (CFP)

Non-supported features:

Non beacon-enabled mode

Unslotted CSMA/CA MAC protocol

PAN management (association/disassociation)

ZigBee Network Layer

The values of all constants and variables in thimuktion model are
considered for the 2.4 GHz frequency band withta date of 250 kbps, which
is supported by the MICAz or TelosB motes, for egdam In this case, one
symbol corresponds to 4 bits. For other frequenayds and data rates it is
necessary to change appropriate parameters insédsimulation model (e.g.
the header file wpan_params.h).

For more details about the Open-ZB OPNET simulatimdel, please refer to the
technical report in [65].
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Chapter 4

On the Performance Evaluation of the IEEE
802.15.4 Slotted CSMA/CA Mechanism

This chapter addresses the performance evaluatibrthe Slotted
CSMA/CA mechanism, both through an experimentabeds and
through simulation. The analysis tries to assesdirtfipact of the choice
of Beacon Order (BO) and Backoff Exponent (BE)tha network
performance, based in known metrics like the Prdltalmf Successful
Transmissions and Network Throughput as a functibthe Offered
Load.

4.1 Introduction

The IEEE 802.15.4 Slotted CSMA/CA mechanism waduatad with the purpose of
measuring its performance and the effectivenesthefavailable hardware platforms.
Moreover, this analysis permits to identify the fmaaism limitations and may trigger
the proposal of improved schemes for specific psego(e.g. reducing average delays,
improving the throughput).

The analysis was done for different network sefting order to understand the
impact of some protocol parameters on the netwefopmance, namely in terms of
Network Throughput $ and Probability of Successful transmissiof®s),( given a
certain Offered LoadQ®). These performance metrics are based on an éestsidy of
the Slotted CSMA/CA presented in [63].

The performance metrics analyzed in this work hesfollowing.

— Network Throughput9). It is the fraction of traffic correctly receivduy the
Network Analyzer, normalized by the network capaaf the IEEE 802.14.5
Physical Layer (250 kbps). TH&G) analysis of CSMA-like mechanisms was
first introduced in [64].
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— Success probability?g). This metric is computed &divided byGmag i.e.Ps
= S / Gmac It reflects the degree of reliability achieved tiwe network for
successful transmissions. We denote BB(G) the success probability as a
function of the offered loa6.

4.2 Experimental and Simulation Testbeds

In order to accomplish this evaluation, an OPNEZ] [gimulation model [65] for the
IEEE 802.15.4 supporting the slotted CSMA/CA medsianwas used as a means to
compare experimental and simulation results, fersdume scenarios.

In general, both the simulation and experimentanacios consist of 1 PAN
Coordinator and ten End Devices generating tréffata frames with 63 bytes of length)
at pre-programmed inter-arrival times (at the Apgtiion Layer) and a network/protocol
analyzer capturing all the data for later processind analysis. We assume that the
generated data frames have a constant size ardjaaéin all nodes.

The global offered load (denoted as G) generatedlbyode's application layers
depends on the inter-arrival times, which are egpdially distributed (Poisson arrivals).
Basically, the performance of the slotted CSMA/CAamanism will be evaluated as a
function of the offered load G in the network.

The simulation and the experimental scenarios apicted in Figure 28 and Figure
29, respectively. In Figure 28 is possible to obseéhe network layout and the attributes
of each End Device node/pan_sensor_nodaodel).
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Figure 28 - Simulation Model setup
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Figure 29 depicts the experimental testbed, usinGA4 motes. In general, the
hardware testbed consists of one Coordinator, tehdevices, one packet sniffer and
one configuration node.

The configuration node consists of a MICAz motaeited to a MIB510 [33] board
which provides a serial interface to a computeiis iode is used to setup the message
inter-arrival times, frame size or any other netwparameter of the traffic generating
nodes thus providing a way of changing the nodediguration without the need of
reprogramming. This setting is done by simply segda packet with all the network
parameters values embedded in the payload at tiiartieg of each run, thus enabling
the traffic generation of the end devices. In orbedo this, a command is typed in the
terminal window of a computer connected to the MiBSerial interface. At that point,
the end-devices already synchronized with the doatdr’'s beacon, start transmitting
data frames. The data frames were embedded withetessary data in their payload to
enable the analysis.

The packet analyser used to capture all the gesterpackets was the Chipcon
CC2420 Packet Analyser [37]. It generates a teéatvith all the received packets and
the corresponding timestamps. A parser applicati@s developed to retrieve the
necessary data from the packet's payload (by par#ie sniffer's capture file) and
export it to a spreadsheet for processing andtraralysis.

CC2420 ZDK , _ el
Packet Analyser % Sasgt

Coordinator

Node 1

-

Node 10 ‘E] Node 9
- Node 8

Figure 29 - The CSMA/CA performance evaluation test  bed

Both the simulation and experimentation scenariosditions are considered
identical. Nevertheless, it is reasonable to adhait the experimental results suffer from
uncontrollable factors, such as RF interferencescessing limitations and memory
constraints. Moreover, TinyOS also imposes somddtions that may impact in the
network behaviour since it is not a real-time ofirgasystem as described in Chapter 7.
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4.3 Performance Analysis

4.3.1BO and SO effect
In this section the simulation and the experimemémlults are presented and briefly
analysed.

SettingBO and SO is one of the most important tasks of the PAN @owtor. By
changing the inter-arrival times, it was possildeathieve different traffic loads3(
values). Figure 30 presents the results concerhiegyvork Throughput $ obtained
through simulation (Figure 30 (a) ) and from thedweare testbed (Figure 30 (b) ), for
differentBO=SOsettings).

80%

70% 1 0=50=/5..17]
b - B0=30=(s..17]
B %
n — 50% BO=30=1 —
@ 50% 4 @ /
g 5 40% BO=50=1
£ 40% g / BO=50=3
3 2 30%
2 30% g /
= = 20Y
20% y % /
Ao 10% =
0% 0%
0% 50%  100%  150%  200%  250% 300 0% 50% 100%  150%  200%  250%  300%

Offered Load (G
Offered Load (G) erEdboacic)
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Figure 30 - Network Throughput for different BO

As expected, with lowSO settings we achieve lower Network Throughput. Tikis
due to two factors. First, with loweO settings the overhead of the beacon frame is
much more significant since beacons are more freq@&=cond, CCA deference is more
frequent, which leads to more collisions at thetsté each superframe. Increasing the
superframe order abov®@0O = 5 has very little effect in the Network Througibpsince
the probability of deference is much lower, thuduang the amount of collisions and
leading to a highe®around 68 %.

An example of the deference problem is illustraitedrigure 31, depicting a case
with three nodes with the same superframe conftgurs.

As depicted in Figure 31, if we consider greatguesframe durations, node 3 can
start its transmission before nodes 1 and 2 wakeThpse latter nodes will then sense
the channel busy (since node 3 is transmittingyl #us go to backoff with higher
backoff delay value (after increasiBg).

Therefore, the transmission deference problem ieggto be more frequent with
lower superframe orders, as the interval betweg@erstames is lower. The probability
of transmission deference is minimized with higl&® and when the nodes have
different SO enabling the transmissions with less challengeysig to access the
medium. As presented in Figure 30 (b), the sameaietr was observed with the
experimental testbed, however the maxim@®nachieved was lower than in the
simulation results (around 58 %).
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Made 1
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Backofi Dolay =2 CCA Deference Two EChs

Figure 31 - Transmission deference problem

Figure 32 & and b) compares the transmission Success ProbabHgy énd the
offered load, for a given superframe ord80)(. The results show that the probability of
a successful transmission is quite low when offdieat increases, and particularly
lower for low SO due to the multiple collisions caused by deferease already
explained.
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Figure 32 - Probability of Success for different BO

The comparison between simulation and experimeertsults for twoSO settings
(SC=7 andSC=1) is presented in Figure 33.
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Figure 33 - Experimental vs Simulation( BO=S0O=7 and BO=S0=1)

Notice, that although the results are similar @ikbaviour predicted by the simulation
results holds), there is a difference of approx ¥tween simulation and experimental
throughput results. We believe that this is mabdgause the simulation model does not
consider the physical constraints of the MICAz matspecially the processing power,
the TinyOS constraints and overheads and the nointedfferences of a real wireless
medium.

4.3.2Backoff exponent

The backoff exponent (BE) is an important paramietéhe backoff algorithm of slotted
CSMA/CA. It enables the computation of the randoackoff delay before trying to
access the channel. The initial valuentdicMinBEis 3 but can be set in the range of [0,
5]. Setting this value to O disables collision a@asice during the first iteration of the
algorithm.
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The purpose of this section is to study the impaktthe initialization value
macMinBE on network performance. We run the expents (both in the simulator and
in the hardware deployment), for different valuésnacMinBE - from 0 to 5. For each
configuration, we vary the inter-arrival times d¢ietpacket generation in each node to
have different offered loads with a constant pasiket. Each curve corresponding to a
given macMinBE is obtained for thirteen or mordeliént inter-arrival times.

As presented in Figure 34 the network throughppedes on the initialization value
macMinBE but, contrarily to what is expected, the netwadturation throughput
decreases when increasing thecMinBE However, this does not mean a worse
behavior for highemacMinBE In fact, themacMinBEhas an important influence on the
amount of traffic sent to the network by the MAGkyer Gmag, as it is shown in
Figure 35. Figure 35 presents the offered loadipred by the MAC sublayeG(ag
as a function of the offered load of the applicatiayer G). The remaining part of the
traffic is still queued waiting for service or dmgd in case of limited buffer sizes like in
the case of the hardware testbed.
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Figure 34 - Impact of macMinBE value in the Network ~ Throughput

In a small-scale network with only ten nodes, tereéase ofmacMinBEreduces the
load effectively transmitted in the network. Thgs hecause high backoff delays will
cause more wasted backoff periods not used by &rnlieocompeting nodes. This is
explained by the small number of competing nodethinnetwork. As it is expected,
increasing the backoff delay interval (startinghMitigh macMinBB results in a better
success probability, while avoiding collisions imalscale WSNs. Most of the traffic
sent is correctly received for high macMinBEs.
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Figure 35 - Offered Load for different macMinBE values

Again, the amount of traffic sent in the case & #&xperimental testbed (Figure 35
(b)) is approximately 20% lower than the one repnésd in simulation (Figure 35 (a)).
We believe this is in fact the cause for the loweoughput verified in the previous
experiments. The hardware platforms are unableranstit such a high amount of
traffic thus resulting in lower throughputs.

4.4 Concluding remarks

Simulation and experimental results allowed obsgrvsimilar behaviours, which
consolidates the consistency of the implementediaerof the Slotted CSMA/CA
mechanism and of the IEEE 802.15.4 protocol in gane

As it could be expected, the simulation results Toroughtput and Probability of
Success are higher that the experimental resulesb®lieve that this is mainly because
the simulation model does not consider some ofpthsical constraints of the MICAz
mote, especially the processing power, the intetliedys due to TinyOS overheads and
the normal interferences of a real wireless medium.

Considering the exemplifying case of the experinveméreSO=BO = 7, Figure 33
depicts the Throughput and the Success Probabilityes for different network loads.
In this figure, it is possible to observe that #fi@ulation and experimental curves have
the same behaviour. One of the reasons for a lpadormance with loweBOis due to
a more probability of transmission deference (awgnber of frames that were deferred
to the next superframe because the device couldera them in the current one). The
transmission deference problem is more frequerit loiver Superframe OrderSQ as
the Superframe Duration is smaller. Another fadtor the lower performance is the
overhead of the beacon frame transmission, whicmase significant in lowelSO
values.Regarding thmacMinBEsetting, it has an important influence on the amhad
traffic sent to the network by the MAC sublay@nfaq. In a small-scale network with
only ten nodes, the increasemécMinBEreduces the load effectively transmitted in the
network, which has a positive impact on the sucgesbability G/Gmag for small-
scale WSNs. Therefore, most of the traffic sentc@rectly received for high
macMinBEs
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Chapter 5

On a Hidden-Node Avoidance Mechanism

This chapter describes H-NAMe, a simple yet efficidistributed

mechanism to overcome the hidden-node problem. MeNiglies on a

grouping strategy that splits each cluster of a W& disjoint groups

of non-hidden nodes and then scales to multipletets via a cluster
grouping strategy that guarantees no transmissigarference between
overlapping clusters. The feasibility of H-NAMal@monstrated via an
experimental test-bed, showing that it increasesvork throughput

and transmission success probability up to twice ¥alues obtained
without H-NAMe.

5.1 Introduction

The hidden-node problem has been shown to be arrmajoce of Quality-of-Service
(QoS) degradation in Wireless Sensor Networks (WSiNe to factors such as the
limited communication range of sensor nodes, lisfjmametry and the characteristics of
the physical environment. In wireless contentiosdth Medium Access Control
protocols, if two nodes that are not visible toleather transmit to a third node that is
visible to the formers, there will be a collisios iustrated in Figure 36 — usually called
hidden-node or blind collision.
This problem leads to the degradation of the foltmthree performance metrics.

1. Throughput which denotes the amount of traffic successfultgeived by a
destination node and that decreases due to adalitiind collisions.

2. Energy-efficiencyhat decreases since each collision causes aatemsmission.

3. Transfer delay which represents the time duration from the gatiem of a
message until its correct reception by the destinanode, and that becomes
larger due to the multiple retransmissions of dided message.
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\ Data Transmission /’f‘*

Node
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Figure 36 - A hidden-node collision

Figure 37 presents an example obtained with our BIP[M2] simulation model [65]
for the IEEE 802.15.4 protocol, just to highlighetnegative impact of the hidden-node
problem. We considered a star network spanning sguare surface (100x100)nwith
100 nodes, where traffic generation followed a &misdistribution. The throughput is
shown for different transmission ranges of the so#fée vary the transmission range of
the nodes by setting different receiver sensitiviwels. The degradation of the
throughput performance due to hidden-node collsisrclearly noticeable in Figure 37.
This is due to the increase of the hidden-nodeasomfi probability when decreasing the
transmission range.
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Figure 37 - Hidden-node impact on network throughpu t
In the literature, several mechanisms have beepogedl to resolve or mitigate the

impact of the hidden-node problem in wireless neksoA thorough enumeration of
these techniques is available at [14].
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These techniques can be categorized as follows:

— The busy tone mechanism, [67], [68] and [69];
— RTS/CTS mechanism, [70], [71], [72] and [73];
— Carrier Sense Tuning, [74], [75] and [76];

- Node Grouping [77];

However, to our best knowledge, no effective solutio this problem in WSNs was
proposed so far.

This Chapter presents an efficient solution to thielden-node problem in
synchronized cluster-based WSNs. Our approachlliisdce-NAMe and is based on a
grouping strategy that splits each cluster of a WS disjoint groups of non-hidden
nodes. It then scales to multiple clusters viaustelr grouping strategy that guarantees
no transmission interference between overlappiostets.

The recently standardized IEEE 802.15.4/ZigBeequaltstack, which is considered
as a promising candidate for WSNs (e.g. [66]), sufspno hidden-node avoidance
mechanism. This leads to a significant QoS degialats already seen in Figure 37.
The resolution of this problem is of paramount imiaoce for improving reliability,
throughput and energy-efficiency. In this line, sfeow the integration of the H-NAMe
mechanism in the IEEE 802.15.4/ZigBee protocolguiring only minor add-ons and
ensuring backward compatibility with their standapkcifications. We developed an
experimental test-bed and carried out a significamhber of experiments showing that
H-NAMe increases network throughput and transmisssoccess probability up to
100%, against the native IEEE 802.15.4 protocol.

We believe that the integration of the H-NAMe meadke in IEEE 802.15.4/ZigBee
may be relevant in leveraging the use of theseopaod$ in WSNs and in enriching future
versions of their specifications.

5.2The H-NAMe mechanism

5.2.1System model
We consider a multiple cluster wireless network sedassume that in each cluster there
is at least one node with bi-directional radio cectivity with all the other cluster nodes
(Figure 38). We denote this node as Cluster-Head)).(@t least the CH must support
routing capabilities, for guaranteeing total internectivity between cluster nodes.
Nodes are assumed to contend for medium accesygduContention Access Period
(CAP), using a contention-based MAC (e.g. CSMA fgniA synchronization service
must exist to assure synchronization servicesl toetvork nodes, either in a centralized
(e.g. GPS, RF pulse) or distributed fashion (eEH 802.11 TSF, ZigBee). We also
assume that there is interconnectivity betweenetivork clusters (e.g. mesh or tree-like
topology).
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<= Bi-directional Link @ Cluster-Head O Node

Figure 38 - Network model

Note that although our current aim is to use thélAMe mechanism in the IEEE
802.15.4/ZigBee protocols, the system model is gemmough to enable the application
of H-NAMe to other wireless communication protoc(dsy. IEEE 802.11).

5.2.2Intra-cluster grouping
Initially, all nodes in each cluster share the sa@#d>, thus are prone to hidden-node
collisions. The H-NAMe mechanism subdivides eaclstr into node groups (where all
nodes have bi-directional connectivity) and assigndifferent time window to each
group during the CAP. The set of time windows assitjto node group transmissions is
defined as Group Access Period (GAP), and mustiadler or equal to the CAP. In this
way, nodes belonging to groups can transmit withleeitrisk of hidden-node collisions.
For the intra-cluster grouping mechanism, we stgrtassuming that there is no
interference with adjacent clusters, since thathinadso instigate hidden-node collisions.
The H-NAMe intra-cluster grouping strategy compsiséour steps, presented
hereafter and illustrated in Figure 39.
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STEP 3: Neighborhood Report STEP 4: Group Assignment Message

—— Communication Flow «-» Bi-directional Link

Figure 39 - Intra-cluster grouping mechanism

A message sequence diagram is presented in FiGure 4

Requesting Neighbor
Node Ni Cxplertiad Node Nj

ACK Frame [ ———{Register neighbor info

(Group-Join.request, @GM)
STEP 1 {
-+ ¢ ;
in the neighbor table

GroupRequesi Timer {Neighbor.notify, @GM)

-
-5

STEP 2

ACK Frame N

ACK Frame

Neighbaor.reporl Hi
BTEP3{ (Neighbor.report, @CH),,

jbmup—jnin.canﬁrm, @Ni)

STEP 4

aCrroupNotification Tiner

Figure 40 - Intra-cluster grouping message sequence chart
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Step 1 - Group Join Request

Let us consider a node¥ that wants to avoid hidden-node collisions. Nd{lesends a
Group-join.requesimessage to its cluster-head CH, using a speaifiedzast address
referred to agroup management addre&8gy, in the destination address field.g@is
defined as arintra-cluster broadcast addressvhich must be acknowledged by the
cluster-head (in contrast to the typical broadcastdress). Obviously, the
acknowledgment message (ACK) will be received bylakter nodes, since the cluster-
head is assumed to have bi-directional links witlofathem.

Such an acknowledged broadcast transmission enthatshe broadcasted message is
correctly received by all the neighbors of the lbiezsting node (recalling that we
assume no inter-cluster interference). In factrif collision occurs inside the cluster
during the transmission of the broadcast messhga,the cluster-head CH will certainly
be affected by this collision since it is in diregsibility with all nodes in its cluster. If
no collision occurs, then the broadcast messadebwitorrectly received by all nodes
and acknowledged by the cluster-head.

Hence, since thé&roup-join.requestmessage is sent using the group management
address @y, CH sends back an ACK frame b notifying it of the correct reception of
the group join request.

On the other side, all cluster nodes in the trassimn range ofN; (thus received the
Group-join.requesimessage) and that already belong to a group, dhélbky haveN;
already registered as a neighbor node in thiighbor Table We assume that the
Neighbor Table is created and updated by each dodeg network set-up and run-time
phases. The Neighbor Table stores the addressewighbor nodes and the link
symmetry information, which specifies if the linktlva corresponding neighbor is bi-
directional or not. If a node hears Beoup-join.requestmessage and does not belong to
any group (it is transmitting in the CAP, thus imothe GAP), then it simply ignores the
message. On the other hand, if a ndgeis already in a group and hears the join
message, then it records the information albduin its Neighbor Table, if it is not
registered yet, and will update the link symmetithwdirectionN—N,;.

Step Status At the end of this step, each node in the trassiom range oR; knows
that node\; is asking for joining a group and registers thiggimeorhood information of
N;. This only ensures a link direction froi to this set of nodes. The link symmetry
verification is the purpose of the next step.

Step 2 - Neighbor Notification

After receiving the ACK frame of it&roup-join.requesmessage, nods; triggers the
aGroupRequestTimetimer, during which it waits for neighbor notifiten messages
from its neighbors that heard its request to joigraup and that already belong to a
group. Choosing the optimal duration of this tineout of the scope of this Thesis, but
it must be large enough to permit all neighborsend their notification.

During that time period, all nodes that have heasljoin request and that already
belong to a group must initiateNeighbor.notifymessage to inform nod¢ that they
have heard its request. One option is that a Mydiirectly sends thé&leighbor.notify
message to nods, with an acknowledgement request. The drawbackisfatternative
is that node\; cannot know when itsleighbor.notifymessage fails to readh (i.e. ACK
frame not received), whether the lost messagedasadrollision or to the non-visibility of
Ni. No clear decision can be taken in that case. tfebalternative is that nod¢ sends

74



Chapter 5 — On a Hidden-Node Avoidance Mechanism

the Neighbor.notify message using the group management addregs i@ the
destination address field. As previously mentiond¢lte correct reception of the
Neighbor.notifymessage by the cluster-head CH followed by an A@Kie means that
this message is not corrupted by any collision iancbrrectly received by all nodes in
the transmission range &f. Particularly, nodeN; will correctly receive the neighbor
notification message if it is reachable from ndgeotherwise, the link betweed and
N; is unidirectional (directioiN,—N;). If N; receives thé\eighbor.notifymessage from
N;, then it updates its Neighbor Table by adding a®wa entry the information oN;
with Link Symmetryset to bi-directional Nj—N;), if this information has not been
recorded yet. IN; has already been registered as a neighbor mMhaeyst be sure to set
the Link Symmetryproperty to bi-directional. This procedure is axied by all nodes
responding to the Group-join.request message during the timer period
aGroupRequestTimer

Step Status At the end of this step, the requesting node iNihave the information
on all bi-directional neighbors that have alreaégib assigned to groups. Since Ni does
not know the number of nodes in each group, it oadecide alone which group it will
join. The group assignment is the purpose of the: steps.

Step 3 — Neighbor Information Report

The cluster-head CH is assumed to be the centda tiat manages all the groups in
its cluster. Thus, CH has a full knowledge of theups and their organization. For that
reason, after the expiration of theGroupRequestTimetimer, nodeN, sends the
Neighbor.reportmessage, which contains the list of its neightmdes (that have been
collected during the previous step), to its clustead CH (using the CH addresg@s
a destination address). The CH must send back dt fé€ne to confirm the reception.
Then, nodeN; waits for a notification fronCH that decides wheth&t will be assigned
to a group or not. CH must send the group assighntification before the expiration
of a time period equal t@GroupNotificationTimer If the timer expires, node\;
concludes that its group join request has failedimay retry to join a group later.

Step Status At the end of this step, Ni will be waiting fone group assignment
confirmation message from CH, which tries to as$igto a group based on its neighbor
information report and the organization of the g®uin its cluster. The group
assignment procedure and notification is preseintéite next step.

Step 4 - Group Assignment Procedure

The cluster-head CH maintains the list of existingups. After receiving from nods,
the Neighbor.reportmessage containing the list of its bi-directionaighbors, CH starts
the group assignment procedure to potentially adsigo a given group, according to its
neighborhood list and available resources. In eacster, the number of groups must be
kept as low as possible in order to reduce the murobstate information that needs to
be managed by the CH.

In each cluster, the number of groups must be &gpdw as possible. The authors in
[77] showed that, with the assumption of a circuadio range and a bi-directional link
between any two nodes that are visible to eachr atht@e cluster, the maximum number
of groups does not exceed five. However, it careasly seen in Figure 41, that the
maximum number of groups with such a condition doesexceed six. This is simply
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because the area of the circular range of thearldstad can be decomposed into six
equal regions defined by isosceles triangles. Thrimum distance between two points
into the same region is always lower than or etu#te radius of the circle.

olo /0C 0%

O
7o o) 6"
{f O\
7 o ._7,,350

M 9o / G5

o o\ o

Figure 41 - Maximum number of groups in a clustera  ssuming bi-directional links and
circular radio range

Note that without the assumption of a bi-directioliak between each couple of
nodes inside a cluster, the maximum number of ggagmnot be controlled in case of
asymmetric links due to the presence of obstactedifferent transmission ranges of
different nodes in the cluster. Here, we consitierdase of asymmetric links since it is
more realistic. We impose that the number of graop&le each cluster must not exceed
aMaxGroupNumberwhich should be equal to six by default. Thisgmaeter can be set
differently by the cluster headH.

The group assignment algorithm is presented inreigQ.

Upon reception of theNeighbor.report message, the cluster-head CH checks the
neighbor list of the requesting nod¢. If there is a group whose (all) nodes are
neighbors of nod®\;, thenN; will be associated to that group. The cluster-heaws the
following algorithm (as in Fig. 7). For each neighimodeN; in the list, the cluster-head
CH incrementCount[group_index(N;)], which denotes the number of neighbor nodes
of N; that belong to the group of the currently selectesighbor N;. Note that
group_index(Nj) denotes the index of the group of ndgelf this number is equal to the
actual number of nodes of the latter group, it ltestihat all nodes in this group are
neighbors of nod&l;. Thus,N; can be assigned to this group since it is visiblall its
nodes. If the list of neighbors is run through with satisfying such a condition, the
cluster-head CH will create a new group fyrif the number of groups is lower than
aMaxGroupNumberotherwise, thé&roup-join.requesmessage df; will be considered

as failed. So it must transmit during the CAP (imothe GAP), and may retry a new
group join request later.

At the end of the group assignment process, CHssaGdoup-join.notifymessage to
nodeN; to notify it about the result of its group joirgreest.

If the requesting node is assigned a group, thenillitbe allowed to contend for
medium access during the time period reservedHergroup, which is calleGroup
Access PeriodGAP). This information on the time period allocatedtte group is
retrieved in the subsequent frames sent by CH.
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Group Assignment Algorithm

1 int aMaxGroupNumber;/ maximum number of groups

2 in a cluster

3 Type Group;

4  Group G; /1 list of all groups @1]..JaMaxGroupNumbér
5 |G[i]| = number of elements in group G[i]

6  Type Neighbor_List; // {Np.. Ng)= Neighbor List of

7 the requesting Node N

8 int Count [|G]i]|]] = {0, O, .., 0}; // Number of nodes in Neighbor
9 List that belongs to the group GJi]
10 int grp_nbr; // the current number of groups manageddsy

11 // group_index function returns the group index of the node NL][i]
12 function int group_index{eighbor_List NL, int i)

13 //the group assignment function.

14 int group_assignNeighbor_List NL, Group G, int grp_nbr){

15 int res =0;

16 int index = 0;

17 while ((res = = 0) and (index < |NL})

18 if (++Counfgroup_index (NL, indeX)= =

19 |G[group_index (NL, index++])

20 res = group_index (NL, --indekypak;

21}

22 if (res ==0){ //that means that no group is found

23 if (grp_nbr = =aMaxGroupNumbem®turn (res)

24 else return (++grp_nbr);

25}

26  elsereturn (res);

27 }

Figure 42 - Group assignment algorithm

Importantly, the complexity of the algorithm forsigning a group to a node depends
on the number of neighbours of this node. In arsecé is smaller tha®(N), whereN
is the number of nodes in the cluster, thus hasifgigntly lower complexity than the
O(N?) complexity of the algorithm for group assignmpnvposed in [77]. Moreover, in
that proposal each new node that enters the netisankaware of the existing groups
and will cause a hidden-node collision, after whieh groups are re-constructed. In our
mechanism, a node is not allowed to transmit dutiiregtime period allocated to groups
(only being able to communicate during the CAP)luinis assigned to a given group.

Group load-balancing: Note that the algorithm presented in Figure 4pstohen a
first group of non-hidden nodes is found for thguesting node. However, a requesting
node can be in the range of two different grougs,all nodes in two separate groups are
visible to the requesting node. In this case, onssiple criterion is to insert the
requesting node into the group with the smallestlver of nodes, for maintaining load-
balancing between the different groups. For thatpase, the algorithm should go
through all the elements of the neighbour list datermine the list of groups that satisfy
the condition in lines 18 and 19 of the algorithiRig(re 42). In this case, if more than
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one group satisfies this conditioN; will be inserted in the group with the smallest
number of nodes.

Bandwidth allocation: The time-duration of each group in the GAP canuned by
the cluster-head to improve the mechanism effigiefihis can be done according to
different strategies, namely: (i) evenly for alethode groups; (ii) proportionally to the
number of nodes in each group; (iii) proportionatiyeach group’s traffic requirements.
How to perform this assignment is not tackled is thhesis.

5.2.3Scaling H-NAMe to multiple-cluster networks

Solving the hidden-node problem in multiple-clustaetworks involves greater
complexity due to inter-cluster interference. Tlssuanption that there is no interference
from other clusters made before is no longer valénce, even if non-hidden node
groups are formed inside all clusters, there iggnarantee that hidden-node collisions
will not occur, since groups in one cluster arewen@ of groups in adjacent clusters.

Obviously, the best strategy for completely avagdihe inter-cluster hidden-node
problem is to reserve an exclusive time windoweach cluster. However, this strategy
is definitely not adequate for large-scale sensetwarks, where the number of
clusters/groups is significantly high.

Our approach consists in defining another levelgafuping by creating distinct
groups of clusters, whose nodes are allowed to aamuate during the same time
window. Therefore, each cluster group will be assi@ya portion of time, during which
each cluster in the cluster group will manage i dGroup Access Period (GAP),
according to the intra-cluster mechanism preseimt&skction 5.2.2.

The cluster grouping concept is illustrated in Fg88. As shown, clusters A and B
have overlapping radio coverage, which can leddter-cluster interference and thus to
hidden-node collisions. For this reason, they tdlassigned to different cluster groups
that are active in different time windows. The saapelies for cluster pairs (C, D), (A,
C) and (B, D). Therefore, our cluster grouping natbm forms two cluster groups:
Group 1, which comprises clusters A and D, and @m@ucontaining clusters B and C.

The challenge is on finding the optimal clusteruping strategy that ensures the
minimum number of cluster groups. We define a elugtoup as a set of clusters whose
nodes are allowed to transmit at the same timeowttterference.

Cluster grouping and time window scheduling stre#egwere proposed and
effectively implemented and validated in [78], fengineering ZigBee cluster-tree
WSNs. We propose a grouping criterion and a grapdueing algorithm for an efficient
scheduling of the cluster groups activity.

5.3H-NAMe in IEEE 802.15.4/ZigBee

In this section, we explain how to instantiate tHeNAMe mechanism to the IEEE
802.15.4 protocol, namely addressing beacon-enabledter-tree networks. This
topology is scalable and enables energy-efficidph@mically adaptable duty-cycles per
cluster) and real-time communications. In addititw cluster-tree topology fits into the
H-NAMe network model.

Basically, the idea is that each node group (reguftom the H-NAMe mechanism)
will be allocated a time window in each superfratueation. The idea is to use part of
the CAP for the Group Access Period (GAP), astilied in Figure 43. Note that a
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minimum duration of 440 symbols must be guaranfeedhe CAP in each superframe

[24].
@ @ @
L Ll Inactive
‘.o F. P 'I'P
H H\ d Period

Figure 43 - CAP, GAP and CFP in the Superframe

In our intra-cluster grouping strategy, a node thed been assigned a group will track
the beacon frame for information related to theetiwindow allocated to its group, and
will contend for medium access during that periothwhe other nodes of the same
group. We propose th&AP Specificatiorfield in Figure 44 to be embedded in the
beacon frame (such a specification is missing )[7

bits 02 36 78 9-12 1314 15
Gr D Group Start Backoff Group End Backoff Reserved
oup Start Slot | Period Offset | EndSlot | Period Offset eserve

Length 3 4 2 4 2 5 =16 bits

Figure 44 - GAP specification field of a beacon fra me

The GAP is specified by th&roup ID field that identifies the node group. Up to 8
groups per cluster can be defined. The time windothe superframe is specified by a
given number of Backoff Periods (BP). A practicablgem is that the number of a
backoff period in a superframe may be quite laayehfigh superframe orders (up to 16
time slots * 2° BP/time slot), which requires a huge amount o$ hit the field to
express the starting BP and the final BP for eachig The objective is to maintain as
low overhead as possible for the specification given group. For that purpose, a group
is characterized by itstart time slotand end time slot(between O and 15) and the
correspondindpackoff period offsetsThe start and end offsets for the time duratiba o
group is computed as follows:

Relative Offset= (Start/End) Backoff Period Offset =P

The choice of a Backoff Period Offset sub-field @hed in two bits is argued by the
fact that the minimum number of backoff periodaitime slot is equal to 3 for (SO = 0).
Hence, for SO > 0, each time slot will be dividetbithree parts to which the start/end
instant of a given group access period should belspnized.

This GAP implementation approach only requires bwtes of overhead per group.
The maximum number of groups depends on the SCesakince lower superframe
orders cannot support many overhead in the beaewnef due their short superframe
durations. Also, it allows a flexible and dynamiloeation of the groups, since all nodes
continuously update their information about theioup start and end times when
receiving a beacon frame, at the beginning of saglerframe.
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5.4 Experimental Evaluation

5.4.1Implementation approach

We have implemented the H-NAMe mechanism in nesG5 [43], over the Open-
ZB implementation [62] of the IEEE 802.15.4/ZigBpeotocols, to demonstrate its
feasibility and efficiency using commercial-off-tisbelf (COTS) technologies.

For that purpose, we carried out a thorough expartal analysis to understand the
impact of the H-NAMe mechanism on the network pemiance, namely in terms of
network throughpu(S) and probability of successful transmissiofRRs), for different
offered loadgG), in one cluster with a star-based topology. Buattrics have been also
used to evaluate the performance of the Slotted &8 MAC protocol in Chapter 4.
The network throughput§ represents the fraction of traffic correctly rieeel
normalized to the overall capacity of the netwo2k( kbps). The success probability
(P9 reflects the degree of reliability achieved bye timetwork for successful
transmissions. This metric is computed as the tiputS divided byG, representing
the amount of traffic sent from the application dayto the MAC sub-layer, also
normalized to the overall network capacity.

To have a clearer idea on the impact of the hidumte phenomenon independently
from other parameters, we have chosen a superfoades sufficiently high $O= 8) to
avoid the collisions related to the CCA deferenoebfem encountered for 108Q in
the slotted CSMA-CA mechanism, as presented in 8@l in Chapter 4 of this Thesis.
The CCA deference problem occurs when it is nosibs for a frame to be transmitted
in the remaining space of the superframe and dsstnission must be deferred to the
next one. For lovBOand due to the lower superframe duration, it isenprobable that
this deference occurs (in more nodes), resultinguttiple collisions at the beginning of
the next superframe. The reason is that, afterdéference, the slotted CSMA-CA
protocol does not perform another backoff procedanty two CCAS).

5.4.2Test-bed scenario

The experimental test-bed consisted of 18 MICAz enof25] (featuring an Atmel
ATmegal28L 8-bit microcontroller with 128 kB of system programmable memory)
scattered in three groups hidden from each oth&€; and a protocol analyzer Chipcon
CC2420 [37], capturing the traffic for processimglanalysis (Figure 45).

The protocol analyzer generates a log file comtgirall the received packets and the
corresponding timestamps, enabling to retrievehal necessary data embedded in the
packets payload, using a parser application weldped, presented in Chapter 4.

The 18 nodes have been programmed to generate wathe application layer with
preset inter-arrival times. A similar approach pasviously been used in Chapter 4, for
evaluating the performance of the CSMA-CA protocbhe three node groups were
placed at ground level near walls, in order to feeite the hidden-node effect (Figure
45). To ensure that nodes in different groups weréact hidden, a simple test was
carried out.
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Figure 45 - Experimental testbed

A MICAz mote was programmed to continuously perfothe clear channel
assessment procedure, toggling a led when energydstected in the channel. By
placing this mote at different spots while a graafpnodes was transmitting, we were
able to identify an area to place a new node geaufhat they would be hidden from the
other groups. This procedure was repeated for gaghp, in a way that nodes were
divided evenly by the 3 groups (6 nodes/group).

5.4.3Experimental results
Figure 46presents the GAP created by the H-NAMe mechanism.

Beacon Beacon
- !_ GAP - Group Access Perod _t_‘ "'_
1l - >

CAP | GROUP1 GROUP 3

011 2 3 4 5 6 F B 9 10 11 1213 14 15

Figure 46 - Groups allocation in the superframe

Each node group was assigned with four time stmt$rbnsmission, which represents
a theoretical duration of 983.04 ms per gro@®E 8). This allocation was made
according to the principle of equal group accessiihn for an equal number of nodes

per group.

5.4.4The node group-join procedure

Figure 47 illustrates a packet capture of a gronip jequested by a node. In this
example, a node with short address 0x0006 (sead-ijr) requested to join a group.
Notice the beacon payload featuring the GAP sptifin of the groups already formed
(labeled (1) in Figure 47).
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The node initiated the process by sendin@raup-join.requesmessage to the ZC
(label (2)) and receiving an acknowledgement. Thalh, the other nodes in its
transmission range replied with deighbor.notify message (label (3)). When the
requesting node receives these messages, it kinaivit shares a bi-directional link with
its neighbors. As soon as the timer for receiMigjghbor.notifymessages expires, the
requesting node sendsNeighbor.reportmessage to the ZC identifying its neighbors
(label (4)). The ZC runs the H-NAMe intra-clusteogping algorithm to assign a group
to that node and sendsGaoup-join.confirmmessage, notifying the node of which group
to join (label (5)). The node, now assigned to @rdy can transmit during the GAP
portion reserved for Group 1 (see Figure 46).

Time (us) Length Frame control field Dest. Source Superframe specification GTSfields | Beacon payload Lot ||res
+8530957 Type Hec Pnd Ack req Intra PAN || Address ||Address ||E0 50 F.CAP BELE Coord Assoc (|Len Permic| 02 02 05 07
=34123827 22 ECH 0 0 i} 1 0xFFFF || Ox0000 |09 08 15 1} 1 1 1} 1 04 OC OF 100 || 0K
Time (us) Length Frame control field Dest. Source ||MAC payload Lot ||Fes
+2B7007 Type Sec Pnd Ack reg Intra PAN [|Address | Address 48 4F 41
=34410834 13 DATA 0O 1] 1] 0 OxFFFF || Ox0006 01 25 52 || 0K (1)
Time (us) Length Frame control field Dest. Source ||MAC payload Lal ||Fes (2)
+4394 Type Sec Pnd Ack req Intra PAN ||Address || Address 48 4E
=34415228 17 DATA 0 0 i} 0 00006 || Ox0000 4l 05 100 0K |
Time (us) Length Frame control field Dest. Source ||MAC payload Lot ||Fes
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=34667760 13 DATA 0O 1] 1] 0 O0xFFFF || Ox0001 02 25 68 || 0K
Time (us) Frame control field Dest. Source ||MAC payload
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=34668557 13 DATA 0 0 i} 0 0xFFFF || Ox0003 0z 25 65 || 0K
Time (us) Frame control field Dest. Source ||MAC payload
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=34680121 13 DATA 0 0 1} 0 0xFFFF || Ox0005 0z 25 80 || 0K
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=42657769 22 ECW 0 0 1} 1 OxFFFF |[ 0x0000 |[09 08 15 0 1 1 1} 1 04 0OC OF 100 0K
Time (us) Frame control field Dest. Source | MAC payload
L h Lol ||FCS
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=42374718 17 DATA O 0 o 1) 0x000L || 0x0000 4l 05 100 | OE
Time {us) Frame control field Dest. Source | MAC payload
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=43027758 17 DATA 0 0 1} 1} 0x0003 || Ox0000 4l 05 100 0K
Time (us} Frame control field Dest. Source ||MAC payload
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Time (us} Frame control field Dest. Source ||MAC payload [coe]
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Figure 47 - Packet analyzer capture of a group join
5.4.5H-NAMe performance evaluation

The performance evaluation of the H-NAMe mechanigs been carried out usiBg
= SO= 8 (100% duty cycle), with a constant frame siz®®@4 bits. Several runs were
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performed (one for each packet i-arrival time), to evaluate the network performa
at different offered load<G).

Figure 48presents the throughplS) and the success probabilifyg obtained from
three experimental scenarios: a network with hi-nodes without using the-NAMe
mechanism (triangle markers curve); the previouswork using the INAMe
mechanism (circle markers curve) and a networkautthidde-nodes (square marke
curve). The depicted average values for the thrpughnd probability of success we
computed with a 95% confidence interval for a samgke of 300 packets at eac
offered load. The respective variance is displagieeach sample point by a vertical
in black. From these results, we can observe thah et low offered loads -NAMe
leads to a considerable performance improvemenmtinStance, fr an offered loadG)
of 30%, the success probabiliPs) using HNAMe is roughly 50% greater than withc
H-NAMe.

F
=

E 7w
z
]
2

= 60% 4
[

50% 4

0% 4

30% 4

20% 4

10% 4

Offered Load (G)
0%
0% 30% 60% 90% 120% 150% 180%

120% 4
w
==
£

2 100% 4
]
n
-

- §0% 4
£
=
[}
=

S 60% 4
o

20% 4

Offered Load (G)

0%

0% 30% 60% 90% 120% 150% 180%
==4=P g H-HAME ====Pg Ho Hidden-Hodes =sr=—Ps Hidden-nodes

Figure 48 - Experimental performance results



Chapter 5 — On a Hidden-Node Avoidance Mechanism

Considering higher loads, it is clear that the HN#Adoubled the throughput of the
conventional network with hidden-nodes. At 90% fiéed load G), the throughput of
the network using H-NAMe reached 67% and is indrepswhile without using H-
NAMe a saturation throughput of 32% is achievediresenting an improvement of
more than 100%.

Moreover, it is possible to observe that for higfieeed loads, the H-NAMe
mechanism has actually up to 5% better throughptfopmance than that of a network
without hidden-nodes. This results from the loweobability of collisions with H-
NAMe since at most 6 nodes (one group) contendhi®medium at a given time (GAP)
instead of 18 nodes in the network without H-NAM#&a-cluster grouping.

In this experimental scenario, there were no packettansmitted (due to collisions).
However, if we consider one retransmission for ekt packet, the increase in the
number of transmissions would be significant in tase of the network without H-
NAMe, thus leading to a much higher energy loseneat low offered loads. Notice that
for G = 30%, Psis around 50% when H-NAMe is not used, meaniraj tialf of the
packets transmitted did not reach their destination

In conclusion, it can be noticed that the H-NAMecimenism presents a significant
improvement of the network performance in terms tbfoughput and success
probability, at the small cost of some additiomadithead to setup the different groups in
the networks.

5.5 Concluding remarks

In this chapter, we have described a solution teah fundamental problem in Wireless
Sensor Networks (WSNs) that use contention-basetiumeaccess control (MAC) — the
hidden-node problem.

We have proposed a simple yet very effective mdshan- H-NAMe - that
eliminates hidden-node collisions in synchronizeditiple cluster WSNs, leading to
improved network throughput, energy-efficiency andssage transfer delays. H-NAMe
follows a proactive approach (avoids hidden-noddistens before occurring) for
achieving interference-free node and cluster groups

We have also showed how H-NAMe can easily be agplie the IEEE
802.15.4/ZigBee protocols, which are prominent adags for WSN applications.
Finally, we have implemented, tested, validated dadhonstrated the feasibility and
effectiveness of the H-NAMe mechanism in a realnade, reaching a network
performance improvement at the order of 100%.
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Chapter 6

Real-Time Communications over Cluster-Tree
Wireless Sensor Networks

Modelling the fundamental performance limits of &l#ss Sensor
Networks (WSNSs) is of paramount importance to widad the
behaviour of WSN under worst-case conditions andmtake the
appropriate design choices. This chapter focuseshenexperimental
test and validation of a methodology for modellzigster-tree WSNs
where the sink can be static or mobile. Worst-oasgé-to-end delays,
buffering and bandwidth requirements across anyra®destination
path in the network are compared to the experinle(t@aximum,
average) results.

6.1 Introduction

Wireless Sensor Networks (WSNs) emerge as enaltiingstructures for large-scale
distributed embedded systems. Timeliness is an litapbrequirement to be fulfilled in
these systems. However, issues such as large awdleommunication, computing and
energy limitations pose important difficulties iuaganteeing a correct behaviour of
these systems.

Evaluating the performance limits of WSNs is therefa crucial task, particularly
when the network is expected to operate under veaist conditions [80], [81]. For
achieving real-time communications over sensor agkg it is mandatory to rely on
deterministic routing and MAC (Medium Access Coljtrprotocols. Usually, these
networks use hierarchical logical topologies susltlaster-tree or hexagonal (e.g. [82],
[83]). Issues such as the use of contention-freeCMgkotocols (e.g. time division or
token passing) and the possibility of performing-¢émend resource reservation contrast
with what can be achieved in mesh-like topologwsere contention-based MACs and
probabilistic routing protocols are used.
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In a previous work [79], the authors have providechethodology and closed-form
expressions to dimension the network resourcescinster-tree WSN with a static sink.
The sink — a central point that collects all sepstata — was assumed to be statically
attached to the root. That work aimed at evaluatiregworst-case network performance
assuming a cluster-tree topology of balanced heaghit load. This symmetry property
was explored to derive per-hop and end-to-end resotequirements in addition to the
worst-case delays of upstream flows (i.e. fromcchibdes to the root).

However, while the static sink behaviour is adegqué#br root-centric WSN
applications (e.g. a surveillance system deliverdl@ms to a central station), other
applications may impose or benefit from collectiotgfa at different network locations
(e.g. a doctor with a hand-held computer collecfintients’ status).

This chapter presents the experimental validatioa theoretical model that permit
the worst-case dimensioning and analysis of clister WSNs, based in Network
Calculus, by comparing worst-case results (buguirements and message end-to-end
delays) with the maximum and average values medsthugh an experimental
test-bed based on real COTS technologies.

6.2 Background on Network Calculus

Network Calculus [84] is a mathematical methodolbgged on min-plus algebra that
applies to the deterministic analysis of queuingé8 in the networks. This section
briefly introduces the aspects that are most siganit to this work. For additional details
please refer to [84].

A basic system mod& in Network Calculus consists of a buffered FIFQli@avith
the corresponding transmission link (Figure 49).

system S

R*(t)~o (t)

R(t)~a(t)? TTIT

[ L1l
! node

Figure 49 -The basic system model of Network Calcul  us

For a given data flow, th@put functionR(t) is a cumulative number of bits that have
arrived to systen$in the time interval (0t). Theoutput functiorR (t) is the number of
bits that have lefS in the same interval (8). An arrival curve a (t) upper bounds the
input function of a syster such that fords, 0<s<t, R(t) - R(S) < a (t-9). A service
curveS (t) represents a lower bound on the transmitted catedlflow, thus foflt there
existsty <t such thatR (t) - R (to) > B(t -to). The knowledge of the arrival and service
curves enables us to determine performance bouadsely thedelay bound, given
by the maximum horizontal distance betweeift) and £ (t), which represents the
worst-case delay of the message traversing syStemd thebacklog bound)a given
by the maximum vertical distance between(t) and £(t), which represents the
minimum buffer size requires insi@ These concepts are illustrated in Figure 50.
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Figure 50 - Example of input R(t) and output R*(t)  functions constrained by (b, r)
arrival curve «a(t) and rate-latency service curve  B(t), respectively.

So far, we have handled a syst&€mas a single buffered node. However, syst&m
might be also a sequence of nodes or even a campddivork. If so, theoncatenation
theoremenables to investigate systems in sequence agke siystem. This theorem is
described in more detail in [16].

The accuracy of the worst-case bounds depends wntigbtly the selected arrival
and service curves follow the real network behavidifferent types of arrival and
service curves have been proposed in Network GaculHowever, theb( r) arrival
curve and rate-latency service curve are the meed in such network models. Thg (
r) arrival curveis defined asr (t) =b +r-t for Ot > 0, whereb is called burst tolerance,
which is the maximum number of bits that can arsimultaneously at a given time to
the systent andr is the average data rate. Tiage-latency service curvis defined as
Grr () =R-(t-T)", whereR>r is the guaranteed link bandwidtf, is the maximum
latency of the service, ans){ = max0, x). These curves lead to a fair trade-off between
computing complexity and approximation accuracyth# real system behaviour, as it
will be seen throughout the rest of the paper.

Hereafter, we consider a data flow constrainedhwy(, r) arrival curvea (t) and
traversing systen® with a rate-latency service curyg r (t). Then, the guaranteed
performance boundB,x and Qnax (See Figure 50 for additional intuition) are easil
computed as:

b Qmax=b+7-T (6.1)

Dmax=E+T

6.3 System Model

This section defines the cluster-tree topology alada flow models that will be
considered in the analysis. It also elaborateshemiorst-case cluster scheduling; that is,
the time sequence of clusters’ active periods fegatlh the worst-case end-to-end delay
for a message to be routed to the sink.

87



Chapter 6 — Real-Time Communications over
Cluster-Tree Wireless Sensor Networks

6.3.1Cluster-tree topology model

Cluster-tree WSNs feature a tree-based logicallogyo where nodes are organized in
different groups, calledlusters Each node is connected with one node at lowethdep
called parent node and can be connected with multiple nodes at uplegth, called
child nodes

The cluster-tree topology contains two main typesaales. First, the nodes that can
associate with previously associated nodes andpasitipate in the multi-hop routing
are referred to aouters (R;, i.e routerj at depthi). Second, the leaf nodes that do not
allow association of other nodes and do not padie in routing are referred to as
end-nodes(N). The router that has no parent is calledt (it might hold special
functions such as identification, formation and tcohof the entire topology). Routers
and end-nodes can both have sensing capabiliteesefore they are generally referred
to assensor nodesEach router forms its cluster and is referredgoluster-headf this
cluster.

In this work we aim at specifying the worst-casestér-tree topology, i.e. the
network topology configuration that leads to therstawase performance. This means
that a dynamically changing cluster-tree WSN cauae different configurations, but it
can never exceed the worst-case topology, in t&fmmaximum depth and number of
child routers/end-nodes. Thus, the worst-case aiste topology is graphically
represented by a rooted balanced directed tree d8%hed by the following three
parameters:

— H: Height of the tree, i.e. the maximum number ofida hops from the

deepest router to the root. A tree with only a itee a height of zero.

—  NUAK oqe: Maximum number of end-nodes that can be assattate router.

NMAX .. Maximum number of child routers that can be aisged to a parent
router.

The depthof a node is defined as the number of logical hops that node to the
root. The root is at depth zero, and the maximuptldef an end-node 14+1.

Note that thesink is a special type of node that gathers the sendaty from all
sensor nodes inside the network. Unlike previouskywe relax the assumption that the
sink is only associated with the root and consither sink to be an autonomous and
topology-independent mobile node. The mobile bahavimeans that a sink moves
arbitrarily within a static cluster-tree WSN anchdze associated with any router within
communication range. The router, to which the $nk a given moment associated, is
referred to asink router There can be more than one mobile sink in a W8N ,we
assume that only one is active (i.e. gathers theosg data) at a given time. We specify
another parametet;,, € (0,H), to represent the depth at a given moment of thie si
router in a cluster-tree topology. Note that if #iak is associated with the root, i.e.
Hgne =0, the network contains only upstream flows. Thisecdhas already been
analysed in [79]. In this work, we analyze the cakereH,;,, > 0.
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--D downstream data link between two routers 'Ru sink router

Figure 51 - The cluster-tree topology and data flow models

Our terminology and conventions are as illustrate@igure 51, corresponding to a
configuration wheref =2, NJ&¥ 4. =3, Nfitr =2, and Hgy = 2. Note that a
cluster-tree WSN may contain additional nodes patear than those defined 4%,
andNJaX 4. Parameters. However, these additional nodes cdmngtanted guaranteed
resources.

6.3.2Data Flow Model
In this work, we assume that all sensory data @usively sent to the sink. All sensor
nodes are assumed to sense and transmit data bppaded by the arrival curve
@gata() = baara + Taare - t- IN case of different data flowsy,,.,(t) is considered to
represent the upper bound of the highest flow metavork. This may introduce some
pessimism to the analysis if the variance betweda flows is significant.

Each end-node is granted a service guarantee feopaient router corresponding to
the rate-latency service cur@g,:a(t) = Raata * (t — Taata) ™

The output arrival curve;,,,(t), which upper bounds the outgoing data flow from
any end-node is characterized as follows:

a;ata(t) = @gata(t) + Taata * Taata (62)

The computation is showed in [16]. On the otherchahe amount of bandwidth
allocated by each router depends on the cumulativeunt of data at its inputs, which
increases towards the sink. Thus, the total inpattionR of each router depends on the
depth, and consists of the sum of the output fonstR™ of its end-nodes and child
routers. Additionally, the router itself can be ggped with sensing capability producing
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a traffic bounded bw,..,(t). Thus, the arrival curve constraining the totalunfunction
R of a router at general deptfs expressed as:

N ier
Q; = Aggta + Nngi)_(node : at*iata + Z a‘:outer(i+1,j) (63)
j=1
The outgoing flow of a router at deptis upper bounded by the output arrival curve
as follows:

a{‘ = aiOﬁi_1 (64)

Hence, the data flow analysis consists in the cdatjmun of the arrival curves; and
a;, using iteratively Egs. (6.3) and (6.4) from theedest routers until reaching the sink.
After that, the resource requirements of each routeterms of buffer requireme@
and bandwidth requiremeR, and the worst-case end-to-end delay bound of VE&N
computed.

In cluster-tree WSNs where the sink can be assatiafth a router other than the
root, data flows may then be redirected in the dstram directions. Data flows over
upstream links (calledpstream flowshave already been analysed in [79]. Data flows
over downstream links (calledownstream flows where data is sent from a parent
router to its child router, are analysed in thisrkvdn what follows, the upstream and
downstream flows are marked by the subsctipedD, respectively (e.gx,, ap). We
also assume two types of service curves gjefor upstream flows ang,, downstream
flows) provided by each parent router at deptio its child routers at depti+1, as
presented in [16].

To ensure the symmetry properties of the worst-chsser-tree topology assumed in
our methodology, the same downstream or upstreawceecurves must be guaranteed
to all downstream or upstream flows at a given ldetspectively.

The detailed data flow analysis (input and outpyistream and downstream), is
presented in [16], along with the worst-case nektwatimensioning. These
methodologies were then applied to the specifie cddEEE 802.15.4/ZigBee.

6.3.3Time Division Cluster Scheduling

In general, the radio channel is a shared commtioicanedium where more than one
node can transmit at the same time. In cluster\t¥&Ns, messages are forwarded from
cluster to cluster until reaching the sink. Thediperiod of each cluster is periodically
divided into anactive period (AP), during which the cluster-head enables data
transmissions inside its cluster, and a subseqinamtive period during which all
cluster nodes may enter low-power mode to saveggnesources. To avoid collisions
between multiple clusters, it is mandatory to scifedctive periods of different clusters
in an ordered sequence, callBidhe Division Cluster Schedu{@DCS). In other words,
TDCS is equivalent to a permutation of active pesiof all clusters in a WSN such that
no inter-cluster interference occurs. In case & oallision domain (i.e. all nodes hear
each other), the TDCS must be non-overlapping,oidy one cluster can be active at
any time. On the contrary, in a network with mudigollision domains, the clusters
from different non-overlapping collision domainsyrze active at the same time.

The number of feasible TDCSs in a network withouters inside one collision domain
is equal to the number of permutations givemtgctorial fi!). Note that for each data
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flow originated in a given node, there is a cormagfing best-case/worst-case TDCS that
minimizes/maximizes the end-to-end delay of thawfl respectively. Thus, it is
impossible to determine a general best-case or twase TDCS meeting the
requirements of all data flows. Our methodologydohen the symmetric properties of
cluster-tree topology, for dimensioning the netwadsources of a WSN for the
worst-case TDCS, is presented in more detail if.[78

6.4 |EEE 802.15.4/ZigBee Cluster-Tree WSN Setup

For our experimental scenario, we consider a sirolister-tree WSN corresponding to
the configuration wheref = 2, N}4% .. =1, NMaX,. = 2. For the sake of simplicity,
only end-nodes are equipped with sensing capalfileyS = 0) and generate data flows
bounded by the arrival curve,,,,(t). We assume a minimum possible valu&af(e.g.
SO= 4, imposed by some technological limitation aof experimental platforms, namely
due to the non-preemptive behaviour of the Tiny@3 pperating system. According to
[16] the total number of routers is equal to 7. eEBO must be set such that at least 7
SDs withSO= 4 can fit inside th&I without overlapping as presented in [16].

As a result forSO= 4, the minimumBO is equal to 7, such that a maximum of
2/2* = 8 SDs can fit in one Bl. The maximum duty cyofeeach cluster is then equal to
(1/8) = 12.5 %. Note that to maximize the lifetimea WSN, the lowest duty cycles
must be chosen. On the other hand, low duty cyetdarge end-to-end delays. Hence,
long lifetime is in contrast to the fast timing pesise of a WSN, so a trade-off must be
found.

According to [24], the minimum CAP is equal to 7.0%, assuming the 2.4 GHz
ISM band, which corresponds to 1 time slot wB®= 4. The remaining slots can be
allocated for GTSs. Hence, the maximum CFP lengthqual toLcrp = 15 time slots.
With this constraint, a router cannot reserve nihi@n Lcgp time slots for 7 GTSs
maximum, i.e. for itsv}24¥, 4. end-nodes and4¥, child routers. Assuming that each
end-node requires allocation of a GTS witl},, time slots (i.ergaa< NI3,,-Rrg from
its parent router. Then, each child router cancalie a GTS with the maximum number
of time slots equal to:

l(LCFP Ndata %ﬁxnode)/N%ﬁér (6'5)
The computation of the data arrival rate not toeextthe maximum bandwidth a
parent router can reserve, in done in [16].

6.5 Experimental Evaluation

In this section, we compare the analytical reshidtsed on Network Calculus that were
proposed in this work, with the experimental reswlbtained through the use of IEEE
802.15.4/ZigBee technologies. The analytical resale computed using a MATLAB
model [86], and the experimental results are obthiusing a real test-bed based on the
TelosB motes [26].
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6.5.1Experimental Setup

The experimental test-bed (illustrated in Figurg &hsists of 14 TelosB motes running
the TinyOS 1.x operating system with our open seumplementation of the IEEE
802.15.4/ZigBee protocol stack [18]. The TelosE ibattery powered wireless module
with integrated sensors, IEEE 802.15.4 compliandiora antenna, 16-bit RISC
microcontroller, and programming capability via USEr debugging purposes, we have
used the Chipcon CC2420 packet sniffer [37] thavigles a raw list of the transmitted
packets, and the Daintree Sensor Network Analy2BrA) [38] that provides additional
functionalities, such as the graphical topologyhsf network. Note that, in practice, the
experimental deployment can span over a wide regibare each end-node or child
router must be in radio range of its parent router.

= end node
Q router

packet
sniffer

Figure 52 - The test-bed deployment for Hsink =1

The analytical model [86] was developed in MATLA&d can run in Command
Line Interface (CLI) mode or Graphical User Inteda(GUI) mode. On the left hand
side of the GUI in Figure 53, the network and sensiata flow parameters are entered.
After the computation, the results and optionaktlyesal charts are shown on the right
hand side. The values in Figure 53 correspond géoutider mentioned network setting
and the results from Section 6.5.2, namely the tacase end-to-end delays fdg.« = 0.

We configured the application running on the semsates to generate 3 bytes at the
data payload. Hence, the maximum size of the MA@n& is equal t?MMPDU, .= 192
bits (i.e. MAC Header = 88 bits, FCS = 16 bits, Watk Header = 64 bits, and Data
Payload = 24 bits). Note that all devices in WSNehanique 16 bit short addresses
allocated by the PAN Coordinator during the asdaaigprocess.

TinyOS 1.x flushes the reception buffer of the cattansceiver after processing the
first arriving frame. Thus, the frames that arrd&ing the processing time of the first
frame are discarded. This problem has been alreguyrted and fixed in TinyOS 2.x.
Since our implementation of IEEE 802.15.4/ZigBe®tpcol stack was built over
TinyOS 1.x, we overcame the aforementioned problmsetting the inter-frame
spacing (IFS) time (i.e. time between two conseeutiames) such that no frame arrives
during the frame processing times. The experimerghile of IFS equal to 3.07 ms was
measured.
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-} Worst-Case Dimensioning of Cluster-Tree Wireless Sensor Networks =10 x|
Worst-Case Dimensioning of Cluster-Tree Wireless Sensor Networks
Application to IEEE 802.15.4/Zigbee Networks
— INPUT PARAMETERS — IEEE 802.15.4 WPAN Setting———
— Cluster-Tree Specification Superfi Duration (SD) B Interval (BI)
Nrouter Nend_node H Hsink [7”5— e I_“?s_—"—' S
T L | 2 | o Time Slot Duration (TS) Number of routers
[~ sensing capabilty of the routers [ ms o |
_ Sensor.based Traffic Bandwidth per TS (R_TS) Duty Cycle
bdata rdata (max 0.911 kbps) [“o3%0625 kbps R e
0576  khits 0.390 kbps _Delay B
max MPDU Ddata (from end node to router) 3.42528 sec
192 bits I” ACK enable Worst-case end-to-end delay 17
(sum of per-hop delays) LELE S8C
— |EEE 802.15.4 Parameters Worst-case end-to-end delay
9.68916 sec
S0 BO (min7) L_CFP (max 15) (end-to-end service curve)
[ 4 [ 7 [ 18

Figure 53 - The GUI of the MATLAB analytical model

As presented in [16] the bandwidth guaranteed leytone slot foISO= 4 is equal to
3.125 kbps with 100% duty cycle. Hence, in our eixpental scenario with a 12.5 %
duty cycle (i.e. BO BO,;, = 7), the guaranteed bandwidth of one time sl&ggal to
Rrs= 3.125 - 0.125 = 0.3906 kbps. Let us assifjg, = 1. Then, as described in [16],
we obtain the maximum arrival rates of the senslaita flow as follows

- A% = 456 bps for K= 2
- r}4X =684 bps for Ky =1
- r}4X =911 bps foHg, = 0 (root)

As a result off go < Min@E}L4X) andrgaa < Rrs We consider an average arrival rate
equal torga, = 390 bps, which corresponds to 4 frames (192daith) generated during
one Beacon Interval (Bl = 1.96608 sec). We assumatthe burst tolerance is equal to
byata = 576 bits, which corresponds to 3 frames genérateonce. Hence, each sensory
data flow is bounded by arrival curegy(t) = 576 + 39@. Note that Network Calculus
based analytical model is bit oriented, while tkpezgimental test-bed is frame oriented.
The frames can be generated as constant bitratR)(GBvariable bitrate (VBR) traffic
upper bounded by the arrival curwgt) (Figure 54).

Finally, let us summarize the complete networkisgtt

- NiEer=2 ~  MPDUjpqy= 192 bits
- NMAY e =1 ~ Tgaa= 390 bits

- H=2 —  byaa= 576 bits

- SO=4(SD = 245.76 ms) - IFS=3.07ms

- BO=7 (Bl = 1966.08 ms) - Lepp=15

— Duty Cycle =12.5 % - S=0
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Figure 54 - The sensory traffic generation

We assume the worst-case TDCS of a flow along dhgdst routing path from router

Ry4 to the sink (Figure 51) given by the following seqce of superframe durations:

SDyy, SDyy, SDi,, SDyy, SDys, SDyy, SD,,. Note that we consider only unacknowledged
transmissions and all nodes inside one collisiomala.

6.5.2Experimental vs. Theoretical Results

Buffer Requirements

Figure 55 presents the theoretical worst-case buoféiguirement of the routers at given
depth as a function of the sink position. It candimserve that end-nodes have the
smallest buffer requirement as they are the leafethe tree, and that the buffer
requirement grows in direction of the sink routgince the sink can be associate to any
router in a WSN and in order to avoid buffer overf] all routers at depth i should
allocate a buffer of capacity equal at least torttaximum buffer requirement at given
depth i (e.g. all router at depth O allocate a dwfif capacity equal to 15.995 kbits),
which effectively demonstrates how these analytiealults can be used by a system
designer.

Figure 56 shows the theoretical worst-case buffguirements compared with the
maximum values obtained through real experimemafur Hgj, = 2.

First, the theoretical buffer requirements are dbd into three portions according
their origin, as we have shown in [16]. Observe tha cumulative effect of the burst is
more important than the cumulative effect of thevise latencies. The effect of the
service latencies may be more important for othedtirgy of by, and rgqe So, the
different setting of the sensory arrival curve effethe buffer requirements. The minor
effect of the upstream service latency at depth §iven by the priority rules (refer to
[16]), such that the data arriving during the trait<GTS (i.e. upstream flow) are stored
in the root until the receive GTS (i.e. downstrefiow), at the end of the same SD, is
active and data is dispatched.
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Figure 55 - The worst-case buffer requirements per router as a function of the depth
and sink position

The next observation confirms that the theoretivalues upper bound the
experimental values. The pessimism of the thealetiounds is justified by the fact that
the Network Calculus analytical model is based aro@tinuous approach (arrival and
service curves are continuous) in contrast to da stepwise behaviour of flows and
services in the test-bed.
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Figure 56 - The theoretical vs. experimental buffer requirements
In practice, the data is actually transmitted odlyring its GTS, while in the

analytical model we consider a continuous data fibwving the whole BI, since it
represents the average rate and not the instantarmde. Figure 57 illustrates the
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problem and shows the arrival and service curves ddta flow sent by an end-node to
its parent router. The burst of the outgoing dédav ., is equal toQl%,, in case of
the analytical model, 0QZXF, in the experimental case. Due to the cumulative f
effect, the differences between theoretia@]{,) and experimentalQEXF) values of
buffer requirement grow with depth. The rate-lajeservice curve used in our analysis

results from a trade-off between computing compyeaind pessimism.

h ==== real (experimental) curves
— theoretical curves

b
\

data [bits]

N\

GTS

&Ts

N

0,

Bl imeled)

Figure 57 - Theoretical vs. experimental data traff ic

The numerical values of theoretical worst-case ai as experimental maximum
buffer requirements are summarized in Table 5.dbl& 5 and 6l means an upstream
router at depth or an upstream link to a router at deptandD means a downstream
router or a downstream link from a router at dépth

Table 5 - Delay bounds: theoretical vs. experimenta | results

theoretical results experimental results
depth (worst-case values) (maximum values)
Ri [kbps] NTS Qi [kbits] Q [kbits]
Ho =0 0 u 17 3 15.995 5.376
(srmokot) 1 U 0.39 1 7.329 2.304
2 U — — 2.008 0.768
0 D 1.56 4 8.667 3.072
U 1.17 3 — —
Hsink=1 1 D — — 14.02 5.376
U 0.39 1 7.257 2.304
2 U — — 2.008 0.768
0 D 1.56 4 8.667 3.072
U 1.17 3 — —
Hoo=2 | 1 D 2.34 6 15.966 4.608
sink U 0.39 1 7.257 2.304
2 D — — 17.3 5.376
U — — 2.008 0.768
end-node 0.39 1 1.337 1.344
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Delay Bounds

In Figure 58, we compare the worst-case, maximuih @average values of per-hop
delays bound in each router, and the end-to-endydebunds forHg,c = 2. A first
observation confirms that theoretical values udpaund the experimental values. The
difference in theoretical worst caself.,) and experimental maximun®{X%) delays is
given by the aforementioned continuous and stephéseviors of the analytical model
and test-bed, respectively. The experimental delegysiprise mainly the service
latencies (Figure 58) decreasing in the directibrthe sink (Figure 51). Hence, the
maximum per-hop delays also decrease in the direct the sink as you can observe in
Figure 58. The low downstream delay at depth Olte$tom priority rule. The end-to-
end delays bounds are quite high, even thouglhd¢heandry., are low. This is mainly
due to high value 080 = 4 (i.e. Bl = 1.966 sec). Hence, the end-to-eeldyd bounds
can be reduced using lower valuesS# or higher bandwidth guarantees, using lower
IFS, for example.

Observe also that the worst-case end-to-end déeined by the per-flow approach
offers less pessimism than the delay from the pgrdpproach.

Table 6 presents the worst-case, maximum and averagerical values of per-hop
and per-flow delay bounds, and the end-to-end ddiaygiven sink position.

w
o

experimental delay:
average value

~
o

B maximum value

theoretical delay:
B[] worstcase value

delay bounds [sec]

™~
o

15

]

10

per-hop gpproach

per-flow approach

per-hop delay " per-hop delay ' per-hop delay * per-hop delay * per-hop delay | end-to-end
depth 3 (Dyua) depth 2(Dyy)  depth 1 (Dyy) depth 0 (Dy) depth 1 (Dyg) delay
" RN s

upstream downstream

Figure 58 - Theoretical vs Experimental delay bound s

Note that the average values were computed froms#ieof 15 measurements,
involving 1155 frames each.
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Table 6 — Delay bounds: theoretical vs. experimenta

| results

theoretical results experimental results
depth | (worst-case values) maximum average
D; [sec] D [sec] D [sec]
Ho =0 1 U 6.257 1.764 1.308
(Srmokot) 2 U 5.143 1.812 1.602
De2 14.820.6¢ 7.154 4.952
0 D 5.547 0.104 0.099
Hope= 1 1 U 6.195 1.76 1.728
s 2 U 5.143 1.809 1.602
De2e 20.3140.5¢ 7.251 5.471
0 D 5.547 0.104 0.099
1 D 6.814 1.812 1.321
Hsink = 2 U 6.195 1.766 1.728
2 D 5.143 1.814 1.135
De2e 27.1313.6¢ 9.074 6.325
end-node (B 3.425 3.578 2.042

The determination of the optimal service curvedieg to the lowest worst-case

delay, will be addressed in future work.

Lifetime of a WSN

We have already mentioned previously that to mazénthe lifetime of a WSN, low
duty cycles are required. On the other hand, loty dycles enlarge timing response of a
WSN. Our assumptions are confirmed in Figure 59ctvtshows the theoretical worst-
case and experimental maximum end-to-end delagg@sction of duty cycle foHgn, =

0. The value 050is set to 4 and the decreasing duty cycles amnddy increasin®O.
Note that the minimumBO is equal to 7 foSO= 4. To avoid the lack of bandwidth for
lower duty cycles, the average arrival rate mustréguce torgy, = 0.190 kbps
(r}i4% = 0.195 kbps for duty cycle equal to 3.125%). DBtiger network settings are the
same as in previous experiments. The theoreticabtvoase end-to-end delays are
obtained by per-hop and per-flow approaches. Tteemfation again confirms that the
theoretical values upper bound the experimentalesl and the worst-case delay
obtained by the per-flow approach offers less paissn than the delay from the per-hop

approach.

98



Chapter 6 — Real-Time Communications over
Cluster-Tree Wireless Sensor Networks

o
=]

W theoretical D,z - per-hop approach
B theoretical D,z : per-flow approach
experimental Dqz

time [sec]

w
o

40

30

20

10

duty cycle =12.5 % duty cycle = 6.25 % ! duty cycle = 3.125 %
(S0=4,BO=7) (SO=4,B0=8) (SO=4,B0=9)

Figure 59 - The theoretical worst-case and experime  ntal maximum end-to-end delays
as a function of duty cycle for Hsink = 0 (lifetime of a WSN)

6.6 Concluding remarks

In this work, we tackled the worst-case dimensignof cluster-tree wireless sensor
networks (WSN) assuming that the data sink can bieilm i.e. can be associated to any
router in the sensor network. We developed a taisidest-bed based on Commercial-
Off-The-Shelf technologies, namely TelosB motesning our open-ZB protocol stack
over TinyOS. This test-bed enabled us to assesspéissimism of our worst-case
theoretical results (buffer requirements and messagl-to-end delays), by comparing
these to the maximum and average values measutbd @xperiments.

Importantly, we showed how it is possible to insiEe our generic methodology in
IEEE 802.15.4/ZigBee, which are promising technmedor WSN applications.
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Chapter 7

ERIKA and Open-ZB: a Toolset for Real-Time
Wireless Networked Applications

IEEE 802.15.4/ZigBee and TinyOS have been playinghaortant role
in leveraging a new generation of large-scale neked embedded
systems. However, based on previous experiendeeomplementation
and use of the IEEE 802.15.4/ZigBee protocols auryOS, several
problems (producing loss of synchronization anchevetwork crashes)
emerge due to some limitations of TinyOS, namddyew to the lack of
task pre-emption and prioritization. Therefore, waplemented the
IEEE 802.15.4 protocol over ERIKA, a real-time agtérg system for
resource-constrained embedded systems. This chaygeents the most
important aspects of the software implementationd areports
comparative experimental results based on real Waré and software
platforms.

7.1 Introduction

IEEE 802.15.4 / ZigBee protocols provide timelinggsarantees when operating in
beacon-enabled mode. This mode offers the posgilofi allocating/ deallocating time
slots in a Superframe, called Guaranteed Time 8®ISs), and therefore the possibility
of providing predictable minimum service guarantekElaving a minimum service
guarantee, it is possible to predict the worst-daméng performance of the network.
Open-ZB [19] is an open source implementation ef lBEE 802.15.4 / ZigBee suite of
protocols. It is however an implementation overyld$. The protocols are implemented
through a number of carefully designed processiisge. The design tries to minimize
the impact of nonpreemption in delaying criticaks such as the ones related to beacon
transmission and generation. It is however pro2dd that when clusters operate at very
high duty-cycles and beacon transmission frequenciedes may lose synchronization
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and therefore get disconnected from the rest oh#tevork. Moreover, if a node is not
properly synchronized, there is a possibility oflismns in the GTS slots (in case the
CAP overlaps the CFP).

Non-preemption and lack of task prioritizationhetefore the major drawback of the
Open-ZB implementation of the ZigBee suite of poois.

In order to overcome this problem, we propose,udiscand analyse an alternative
implementation of the Open-ZB protocol stack over ERIKA real-time OS [44]. The
results hereby presented demonstrate that ERIKA blesa reliable beacon
synchronization, even under high duty cycles, aadi$ therefore to improved network
performance when compared to implementations based TinyOS. The main
contribution of this work is the actual implemeidgat of the IEEE 802.15.4 /ZigBee
protocols over the ERIKA real-time operating systdtrthus enables an open source
tool suite that overcomes the problems of synchation that occur in the
implementation of the IEEE 802.15.4 over TinyOS.

7.2 Software Implementation

7.2.1Architecture

The implementation of the IEEE 802.15.4 protoceisrdERIKA is organized in a
layered architecture. In this design we build teanworking stack by the use of
Operating System primitives, generic libraries grahardware features provided by the
Micro-Controller Unit (MCU). Figure 60 illustratéle overall software architecture.

Applization I
- 1
Farwork Lryar Caall B!
1
E] MAC layur i | |
] ) o
g PHY Laysr %E!ij_“ ! !
i iweaB0L15 4 alares '
'
imaf0l 154 | CCMI0EAL - !
Imarupts F !
ERIEA I E .
HW OCHM0 B ERRA+
dntemupts Drircar : FLEY i
|
1

H&

Figure 60 — Stack implementation layered architectu  re

The HW layer abstracts the current selection ofivare components including the
Microchip dsPic33F MCU, CC2420 Chipcon transceivard the FLEX development
board (embedding LCD, LEDS, etc., see Chapter 8exming technologies). To ensure
a clean design, the hardware-driven facilities aeparated from the rest of the
implementation. In the HW interrupts layer the ERIKnterrupt Service Routines
(ISRs) are implemented to handle all hardware iinps. Moreover, in the ieee802 15 4
layer all the hardware related attributes spedificimplementing the IEEE 802.15.4
communication protocol were implemented separafBhys layer contains the code to
initialize the hardware timers, to initialize theoremunication between CC2420
transceiver and MCU, and to handle timer and trainec interrupts. The CC2420 driver
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is a component for sending commands to and exchgraata 1/0 with the transceiver.
This driver exports to Transceiver-HAL all the pitives standardized in IEEE 802.15.4
PHY. The Transceiver-HAL is a helper layer awarghef upper IEEE 802.15.4 MAC
and CC2420 driver, designed to extend the suppattfterent hardware solutions. The
ERIKA layer is responsible for managing the systbardware resources and is
providing the typical OS services such as Task m@ment, resource access control,
interrupt and timer management. Software timerrabsbns are provided by means of
software counters and alarms.

Alarms are software abstractions for timers. Thedaems are used in this context to
activate periodic tasks. ERIKA alarms, configured éommunication purposes, can be
initialized with a desired rate, stopped and regetnever required. The common lib is a
generic library providing some software utilitiesthe upper layers. More specifically,
this layer provides: basic data structures suchg@sues, circular queues, indexed
structures, etc used in memory buffer managemesttughing helper, e.g. utilities for
printing data on the console using the serial comication with the MCU through the
UART port. The ieee802 15 4 Lib is the heart of tle¢éwork stack. It includes the PHY
and MAC layers of IEEE 802.15.4 standard. This Haigeconcerned only with the
implementation details of the communication, andkesause of the timing services and
memory management services provided by underlyayers. The IEEE 802.15.4
physical layer (shown in Figure 61) is responsifile the implementation of the
following functionalities:

- Activation and deactivation of the radio transceive

— Channel frequency selection;

— Energy Detection(ED) within the current channel,

- Turnaround of the radio;

— Link quality indicator (LQI) for received packets;

— Clear Channel Assessment (CCA) for Carrier Sense
— Multiple Access Collision Avoidance (CSMA-CA).

PD-SAP PLME-SAP

PLME
Physical Layer
PHY PIB
C - ERIKA Common cc2420HAL Interrupts B >

Figure 61 - PHY Layer reference model

The Physical Data Service Access Point (PD-SARgs$ponsible for receiving and
sending the data from and to the MAC layer. ThesRiay Layer Management Entity
SAP (PLME-SAP) includes the interfaces between M#&C and the PHY used for
exchanging management information.
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[ MCPS=SAP | MLME=SAP ]
MAC Common __> MIME
Part SubLayer
MAC PIB
PD-SAP PLME-SAP

Figure 62 - MAC layer reference model

The IEEE 802.15.4 MAC layer (shown in Figure 62) responsible for the
implementation of the following functionalities:

- Generating network beacons if the device is a doatdr;

— Synchronizing to the beacons;

— Supporting PAN association and disassociation;

— Supporting device security;

- Employing the CSMA-CA mechanism for channel access;

— Handling and maintaining the GTS mechanism;

— Providing a reliable link between two peer MAC &g8.

7.2.2Implemented services

Currently we have implemented most of the basic haeisms of Open-ZB over
ERIKA. We developed a fully functional, customizever for the CC2420 transceiver.
Our libraries support the generation of the MAC exframe and provide the slotted
CSMAJ/CA access mechanisms. The protocol services haen mapped to tasks having
reserved a set of priorities for network-related asly. Regarding memory usage, buffer
gueues have been statically allocated in the glslbape to accommodate message
payloads (MPDU) used for send and receive. Conegrnetworking we enabled the
modules related to MAC & PHY services in the Opdh{Zackage. More precisely we
implemented Beacon transmission at every BeacoerQ8&latic Network formation (i.e.
without negotiation and with statically assigned ®1/addresses), Coordinator/ End
device time synchronization using CSMA/CA slottedbd®. Thus, we enable data
transmission and reception in unslotted and slattede including GTS allocation and
transmission. Since negotiation is not yet implet@en currently it is up to the
application programmer to actually define netwodkli@sses and to allocate GTS slots
for end devices.

7.2.3Implementation details

To configure the network stack in ERIKA we use @R language: this includes the
creation of the tasks required by IEEE 802.15.4qual, their respective priorities, the
usage of ERIKA alarms and the choice of a schedutialicy. In Table 2 we list the
service tasks assigned together with their prasijtthe periods and the associate alarms
used for their activation.
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Most of these tasks are periodic with rate dependerthe IEEE 802.15.4 protocol
specification, Beacon Order (BO) and Superframee®©iO) settings. To generate
these precise timing values we make use of a lénhdmitlware timer provided by
dsPic33F processor. This timer has a minimum tielue of 0.025us when the
microcontroller is configured to work at 40 MHz ogéng frequency.

The hardware timer is set to have a granularit2® ys required by the backoff
interval specified in the IEEE802.15.4 standard.tAé networking tasks depend on it
since their activation periods are integer mulgpdé 320us. Concerning memory, in our
design we make use of three memory buffers. Thiedmlgmemory locations are shared
by different modules and require mechanisms forualdugxclusion and synchronization:
ERIKA “resources” have been used for such a purfese Table 7).

Buffer Name | Implementing | Resource Name
M1 beacon packet BCN_RES
M2 send packet SEND_RES
M2 receive packet REC_RES

Table 7 - Memory buffers and ERIKA resources setas  guards

In the IEEE 802.15.4 framework, beacon transmissinme used to synchronize the
devices. Thus, in our implementation the alarmsesaligned after the beacon has been
recognized and processed.

The algorithm works as follows (see Figure 63)tk4d firing of an event of Start of
Frame Delimiter SFD) from the radio, an ISR intptrinandler is executed. In the
handler code, a clock timer is activated trackimg time needed to recognize the packet
as a beacon. Next, at the firing of the FIFOP ey@anoting that the RX buffer has been
filled), the ReadDispatcher (high priority) taskaistivated. After reading the first 3 bytes
of the packet (enough to know the packet typethefpacket is recognized as a beacon,
the task continues its execution (safe from eveémueremption) until all information
carried by the beacon are processed and the tsrstopped (the counter reati§ ); if
the packet is not a beacon another task is indativated to process the data at a lower
priority. The information omT are used to synchronize the alarms with the arg¥al
the beacon (SFD), having taken note of the beaeoeption and processing overhead.
In our experimentsAT has never exceeded 1.9 ms. This number is prolishnated
by the transceiver response time (i.e. the timelegdo receive all bits of the beacon,

and transmit them over the SPI bus).

start timer stop timer

trace the processing time

AT /\)
ISR1 ISR2
1 it is a beacon frame
Trigh |
SFD event
from the radio FIEOP event
from the radio

Figure 63 - Beacon processing in ERIKA
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7.3 Experimental work

7.3.1Data collection and analysis method

The implementation of the IEEE 802.15.4/ZigBee lhaen validated by using the
Chipcon CC2420 Packet Sniffer. The CC2420 Packédtesrfor IEEE 802.15.4 v1.0
provides a raw list of the packets transmitted.rikisato this hardware/software suite, it
is possible to collect detailed record of the péskeansmitted over air by all WSN
devices and analyze them off-line.

7.3.2Beacon Transmission Timing Coherence and Clock Dtifcalculation

As already mentioned in Section 3.1, to transngtlikacons, we use ERIKA alarms. In
order to measure the time coherence in beaconntiasisn we used the timestamping
support of the Chipcon testing suite. At BeaconeDi@O) of 6 we obtained the results
as shown in Figure 64.

\ BCN Frame inter-arrival time |

8 800~ —
c C interframe
2700 Entries 1033
° C Mean 9.831e+05
* 600 RMS 0.4317
E Beacon Interval = 983040 us (theor.)
500—
400—
300
200
100—
ol I i I
983080 983085 983090 983095 983100

Hsec

Figure 64 - Beacon inter-arrival time at the sniffe  r board

Analyzing the plot, and neglecting any spread imppigation time (of the order of a
few ns), we observe that ERIKA is about |36 late with respect to the nominal value.
This effect is proven in the following to be duette clock drift accumulated at the
source device in one BI. Although displaced, thékZRalarm coherence is in the order
of 1 us. We measured the Beacon Interval letting the By ¥rom O to 8. The results
are shown in Table 11.
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BO | Nominal Value (us) | Observed ollset (ps)
0 15360 null

1 30720 2

2 61440 3

3 122880 6

4 245760 13

5 491520 25

6 983040 50

7 1966080 100

8 3932160 190

Table 8 - Observed time divergence from nominal val  ue

The observed trend as function of BO demonstréigsthe effect is due to the clock
drift. From the value corresponding to BO = 8, \a@ even estimate the clock drift as:

1 20 .

This is true, assuming equal accuracy for the &Jfiand the Chipcon Sniffer Board.

7.3.3Contention Free Transmissions
We prepared an experimental setup consisting afdest one PAN coordinator and 2
transmitting node devices.

Following the IEEE 802.15.4 standard, GTS allocatie performed by the PAN
coordinator, which in our setup allocates two G{&8me slots wide each) to the other
nodes, as shown in Figure 65. Multiple frame trassion has been implemented in
device nodes spanning the total duration of thecated bandwidth. Following the
standard, a set of 12 frames are injected inton#tevork without contention by each
device at every superframe. In a set of runs, eaatposed by about 400 beacons at BO
= 4, the CC2420 packet sniffer detected on ave®@gé of the scheduled transmissions.
The few missed frames are due to frame error oenoes probably caused by
interference with IEEE 802.11 channels.

7.4 Comparative performance results

In this section, we compare the performance (thmpugand packet delivery ratio) of
our hardware/software platform (ERIKA + Open-ZB}twiespect to other popular ones,
namely:

— TinyOS 2.0 and BMAC on Telos-B;

— TinyOS 2.0 and Open-ZB on Telos-B.
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Figure 65 - Guaranteed Time Slots allocated to Devi ce 1 and 2 to inject packets
without contention access

Our testbed consists of a multi-task firmware witle Constant Bandwidth Rate
(CBR) traffic generator scheduled together with thther tasks implementing the
network stack services. The payload (104 byteg),tha number of transmitted packets
(1000) are fixed. The inter-frame period (i.e. theerse of the traffic rate) is a tunable
parameter. The number of delivered packets antbtheelapsed time are extracted from
the Chipcon sniffer application.

7.4.1Downsizing FLEX to Telos-B

Unfortunately, an implementation of ERIKA for thel@s-B board is not yet available.
The dsPic processor on the FLEX board normally min40 MHz, whereas the Texas
Instrument MSP430 processor used on the Telos-Ealmaximum processor frequency
of 8 MHz. To remove the bias in comparing these pladforms, we prescaled the dsPic
internal clock by a factor of 5, thus operatin@tit8MHz. In addition, we set the SPI
frequency for MCU — radio 1/O in both platforms tilee same frequency of 1 MHz.
Finally, in both implementations, we allocated meynbuffers of the same size for
packets.

Thus, apart from the instruction set architectutks,two platforms are equivalent.
For better comparison, we run the same experimr@mntie FLEX both at full speed and
at the pre-scaled frequency. As shown in Figuretlé@,effect introduced by the CPU
speed is not negligible at low rate, up to aboui Plz. However, above this threshold
the role played by the hardware is very limitednwig¢spect to software effectiveness, as
it will be shown in the next section.
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7.4.2Comparing ERIKA with TinyOS
With a downsized FLEX board, the comparison betwéen ERIKA+Open-ZB on
FLEX and TinyOS on Telos-B (with BMAC and Open-ZB) fair. We run several
experiments on the 2 platforms, each time increashe rate of packets sent, and
measuring the effective throughput and packet dsdi¢ ratio. The results are shown in

Figure 67.
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The ERIKA solution outscores the TinyOS-based atesvery CBR rate apart from
the first point (100 Hz). The saturation of thevaiobserved around 150 kbps is related
to the transceiver maximum rate since it is verycmuaorrelated with the drop in the
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delivered ratio (i.e. probability of successfulrisaission). Moreover we found the
ERIKA + Open-ZB solution more convenient up to a0 Hz.

7.5 Concluding remarks

The rising demand for using WSNs in industrial awétion and new exciting
application domains as distributed video processimgquire support for
hardware/software platforms exhibiting real-timeh&eour. However, popular and
widespread operating systems like TinyOS cannoparipreal-time behaviour in this
context. To overcome these limitations, we decidedmplement a software suite
integrating the ERIKA OS real-time kernel with tpen-ZB network stack. In this
chapter we presented the architecture of our sodftwad the internal implementation.

Although the work is not yet complete, most of Bevices are operational and a
complete set of tests have been presented intbister to validate our implementation.
The results are very encouraging. Our hardwareyso# platform can achieve very high
throughput and packet delivery ratio with respeatxisting solutions based on TinyOS.
Moreover, we show a high timing coherence in thacbe transmission and high
reliability in packet delivery.

Given these concrete and promising results, welfirbelieve that it is indeed
possible to provide support for real-time executiom network transmission in cheap
hardware platforms. Currently, we are completing ithplementation of all the services
in Open-ZB, including bandwidth allocation strategyand support for application-level
QoS management and control. In the near futureylame to use our platform to carry on
advanced research on distributed video processidgrnse WSNSs. It is also envisaged to
implement the core ZigBee Network Layer functiotiedi to support multi-hop
communications, namely Cluster-Tree network topieleg
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Chapter 8

Hands-on Work over a Real Application
Scenario

This chapter presents a deployment of a WirelessdeNetwork in a
real application scenario. This scenario aims atmdastrating the
impact of the presence of hidden-nodes in a reafjeta tracking

application. Some of the problems and challengesdare discussed,
namely in what concerns technological limitatioas, well as some
hands-on experience gained from this implementation

8.1 Introduction

Target tracking applications are highly demandingtimeliness and therefore very
appealing to serve as platforms for testing andattestnating the real-time operation of a
network. This premise lead to the development $&arch and Rescue application ([87],
[88]) for testing, validating and demonstrating @irehitecture and mechanisms of the
ART-WiSe research framework [11]. A first approaatthis application was reported in
[12].

In this chapter we propose to assess and demandtratimpact of the hidden-
terminal problem in a real WSN application. Withsttpurpose a new application
scenario was built over the aforementioned SeamdhRescue testbed application.

During the development of the application somelehgkes were faced. Most of them
were related to technological limitations in termf hardware, timer handling and
operating system limitations. These problems grented here, as well as some physical
layer aspects such as coexistence problems betikteh 802.15.4 and IEEE 802.11
radio channels.
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8.2Snapshot of the ART-WiSe Search & Rescue testbed
application

The overall objective of the application is to adetdocalize and rescue a target entity,
within a certain region covered by a WSN deploymeévibbile robots are currently
being used to act as target and rescuer/pursugesfi87].

The target robot is supposed to be in distresgds&escue context) or to be an
intruder (pursuit-evasion context). The target tamovement is remotely controlled by
an operator, using a joystick. A WSN node mountedap sends periodic messages to
signal its presence, which are then relayed bywitsN to the Control Station with the
necessary data to trigger localization. The Cor8tation then computes the target robot
location, displays it in a virtual scenario andomhs the rescuer robot that will
immediately initiate its mission by moving towarttie last known position of the target
robot. This process is repeated until the resonigotris close enough to the target robot.
Figure 68 illustrates an example scenario.
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Target Remata Control

A Triggered
Node

Figure 68 - Snapshot of the ART-WiSe Search&Rescue  Testbed Application
On the top right corner of Figure 68 it is showds tControl Station software
Graphical User Interface (GUI). In that softwaresipresented a virtual representation of

the testbed scenario as well as a video stream ffmmRescuer camera and other
information regarding the Rescuer status.
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Figure 69 - The Search&Rescue Testbed in action

Figure 69 shows a picture from the ART-WiSe Searth Rescue testbed in action.

8.3 Overview of the testbed localization mechanism

The developed localization mechanism is based i& f&adio Signal Strength) readings
from the CC2420 transceiver [28] used by the WSNeso(MICAz). The target robot
detection mechanism and the subsequent missiomtdipg to the rescuer robot are
illustrated in Figure 70 in the timing diagram ogire 71.

Control
Station

Message
WSN node
Triggered
Node

Figure 70 - The localization mechanism

The target robot initiates the process by announdis presence by sending a
distress (“help”) broadcast message (2a) at a prgrammed transmission power and
timing rate. Every WSN node that receives thatreéést message stores the received
RSSI and builds a “Distress Alert message” contgithat value and its coordinates and
sends it to the control station (2b). The Contri@tiBn is expected to receive multiple
“Distress Alert messages” from different nodes. g&on as a sufficient number of
messages is received (e.g. 7 messages) the talgsisrposition is computed based on
the same algorithm used for the rescuer robotipaosig.
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Figure 71 - Timing diagram of the localization mech  anism

The localization mechanism presented a maximunr efrapproximately 70 cm. We
did not expect better results for the localizatmachanism since there are many sources
of RSSI variability like transmitter/receiver varility, antenna orientation and multi-
path fading and shadowingAll these reasons may cause errors in the RSSI
measurements, eventually leading to the computatibna wrong position. The
localization mechanism is presented in more detd87].

8.4 Assessing the hidden-node impact in the application

8.4.1Changes to the testbed

In order to assess the impact of the presencedafehinodes in the behaviour of the
testbed, a hidden-node zone (HNZ) was createddrthiel WSN deployment. Within this
area, some nodes were programmed as hidden-tesmmakhanging the CCA (Clear
Channel Assessment) Threshold value of the nodascteiver to a maximum value, so
that they would not be able to sense the wirelbasmel as busy.

The Rescuer robot was not used in the experimdnte sve focused more on
assessing the hidden-terminal impact in the trackapabilities of the application, rather
than in performing communication to a higher tiEEEE 802.11 for communicating
with the Rescuer robot).

8.4.2Impact in the localization mechanism

In order to measure the impact in the applicatimmely in the localization and target
tracking mechanism, we carried out two differerts sgf experiments. Those were to
measure the necessary time to get a precise latializof the Target Robot when inside
the HNZ as compared to the normal behaviour (wittidden-nodes).
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In the first one, we set the WSN nodes that weiggéred in the localization
mechanism (the anchor nodes) as hidden and meatheedkelay to get a localization
output. On the second set of experiments we uskdome hidden node placed inside the
HNZ generating traffic at preset rates. This nodela not sense the four anchor nodes
necessary for localization. However, this time @imehor nodes were able to sense each
other and the extra traffic generating node, tlegsiiting in a unidirectional link between
those and the hidden-node. Ten measurements weogrped for each traffic value.

In both tests, one set of experiments was donegukim H-NAMe [14] mechanism,
described in Chapter 5, to demonstrate the feégibihd effectiveness of the mechanism
in a real application scenario.

Test 1

For Test 1, we used only one hidden anchor noae, tivo, three and finally all the four
anchor nodes as hidden-nodes, leaving in the &&s, a0 link between them. Figure 72
presents the time necessary to get the localizafitime target for each case.

g 4 -
§ Could not get a position result
=
S — FAOTS
= With H-NAMe
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Delay until position is discovered (seconds)

Figure 72 - Delay in Localization for Test 1

With all the four anchor nodes programmed as hiddedes, the delay to get a
correct location output was higher than 30 secofis.the other hand, without any
hidden-node the time necessary to get the posdfothe target is less than 1 second
(approximately 400ms).

We noticed that with only one hidden-node of tharfanchor nodes in the HNZ,
there was little impact on the delay. This was tlu¢he fact there were always three
anchor nodes with full connectivity and distanc®imation available (the minimum to
run the localization algorithm). In fact, when wisabnnected one of those three anchor
nodes, the delay value increased to 5 second® #iece were only two nodes with full
connectivity available for performing localization.

With the H-NAMe mechanism, we assigned one grougdoh hidden-node. The
performance improvement was immediately noticedcesiit allowed localization in
approximately one second, even when all of the fmahors used for localization were
hidden.
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Test 2

A hidden-node was programmed to generate traffib wre-programmed inter-arrival
times. It was then placed inside the HNZ. The tawges also placed inside the HNZ and
the localization mechanism was enabled. Several geexperiments were made for
different traffic generation rates (ten for eacteirarrival time). This test is different
from the previous in the sense that now thereunridirectional link between the anchor
nodes and the hidden-node (the anchor nodes car s hidden-node but the hidden-
node cannot sense the anchors). Interference wasxpected to be very high since the
anchor nodes could use the IEEE 802.15.4 SlottddACSA for performing collision
avoidance, thus escaping collisions with the hiddede. Nevertheless, some delay was
still observed as showed in Figure 73.
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Figure 73 - Delay in localization for test 2

For low inter-arrival times (around 1 second), éhirlittle impact on the delay since
the probability of collisions is not very high. Netheless, for an inter-arrival rate of one
second, there were still collisions, leading toetag around four seconds. However, as
the inter-arrival time tends to decrease (lowemtH®0 ms), the impact is highly
noticeable, taking approximately 20 seconds to thet position of the target. This
obviously renders the localization mechanism usedesl the tracking application fails,
since it takes too much time to output a targeitipms On the other hand, when H-
NAMe is used, the delay remains approximately tes (around 1 second), as it is
completely independent from the hidden-node trafite.

This test was repeated with the target robot iniono{remote controlled) at a
constant speed. As expected, we observed thanfer-arrival values lower than 800
milliseconds in the traffic generating node, asrthigot was going through the HNZ, the
Control Station failed to present its current gosit As the robot left that zone, the
Control Station was able to correctly inform thesition of the target once again. When
using H-NAMe, the localization output from the Itization mechanism was constant,
both inside and outside the HNZ zone.
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8.5Problems and challenges related to the experimental
work

When dealing with actual implementation work, oseprobable to face challenges
related to the technological limitations of thetfdams under use. This is particularly
true when using recent technology like the onelabbs for WSNs.

In the course of our research work, several expmrtael scenarios were built for
testing and validating our theoretical proposalem& examples include the network
performance evaluation testbeds described in Chdpémd 5 and the one used for the
worst-case dimensioning of Cluster-Tree ZigBee pnétw presented in Chapter 6. All of
these presented some challenges that had to bgatedi to enable the envisaged
experimental validation.

During this particular implementation and experitaénefforts, some of those
difficulties were re-encountered, namely in whatagrns the behaviour of the hardware
platforms — the MICAz and TelosB motes. In thistget, we summarize some relevant
problems we faced during this implementation effontl others, already described in
previous chapters, and how they have been tackled.

8.5.1Hardware platforms and debugging
The MICAz mote requires the use of a hardware baard programming interface (the
MIB510), while the TelosB mote features an USB iifatee, enabling the programming
via the PC. Both motes provide a debug mechanismselging data through the serial
(COM/USB) port and reading it in a communicatiostdner (e.g. ListenRaw, provided
with the TinyOS distribution, or Windows HyperTemal). This debugging mechanism
raises a problem concerning the hardware operadione the transmission through the
COM port blocks all the other mote operations. Thssially causes synchronization
problems.

In order to overcome these local debugging issndd@have a total control over the
network behaviour and of all transmitted packets, lvave been using two different
network/protocol analysers [37] and [38] alreadgatibed in detail in Chapter 3.

8.5.2Memory constraints

The mote platforms we have used in the IEEE802/ZlyBee implementation —
MICAz and TelosbhB — are very limited in terms ohdam access memory (RAM) —
roughly 4 kB for the former and 10 kB for the lattdéhe RAM must be sufficient to
fulfil the requirements of the TinyOS operating teys, of the protocol stack and of the
high level application. In this aspect, the MICADtes are more constrained than the
TelosB. Take the example of two TinyOS 2.0 demdieafions in order to demonstrate
the variation in RAM memory usage — tH&link and MultihopOscilloscopeApp
applications, compiled for both platforms. Thetfiuses approximately 55 bytes and the
second 3348 bytes of RAM. Besides the RAM memolgcated at compilation time,
the devices need to have enough free memory foopeeating system stack. In our
TinyOS 2.0 implementation, the memory needed byapplication that only uses the
IEEE 802.15.4 beacon-enabled modes needs appretyn2d78 bytes of RAM while
an application using the ZigBee network layer witle cluster-tree topology needs
approximately 3224 bytes. Note that it is assunted the high level applications are
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very simple and just used for testing purposes tapddifferent buffers used are very
small.

8.5.3CC2420 transceiver limitations

Another hardware limitation concerns the radio perfance of the CC2420 transceiver,
used by the MICAz and TelosB motes. According ® BEE 802.15.4 Physical Layer
specification, the transceiver must have a turnaddime, i.e. the time that the CC2420
radio transceiver takes to switch from receive mmdgansmit mode and vice-versa, of
12 symbols (192 ps). This is the maximum time bowaduired to acknowledge
messages. In fact, the CC2420 has the hardwarégoomion of auto-acknowledge
messages but, besides generating several falseowlgdgments (messages that are
acknowledge but not received by the protocol sté#ak@eds to have the address decode
functionalities activated. Unfortunately, similarty several IEEE 802.15.4 compliant
transceivers, it is not possible to achieve theifipd turnaround time.

For instance, the Chipcon CC2420 can take up touk@st to switch between these
two modes, leaving no time for data transitionsaeetin the MAC sub-layer, the PHY
layer and the chip transmit memory space.

In addition, the processing power available initigtes microcontroller revealed to
be quite limited to comply with the most demandIBgEE 802.14.5 timing constrains,
especially for small Beacon ordeBd < 3) and Superframe orders (SO < 3). This turns
these Superframe configurations impossible to deplonsidering that the motes must
also have availability for processing other tadkss reasonable to assume that the
processing limitations can be easily overcome énrtbar future with the development of
new and faster microcontrollers or by a hardwanelé@mentation of the protocol stack.

8.5.4Timing and synchronization requirements

The timing requirements of the IEEE 802.15.4 protogre very demanding. In the
beacon-enabled mode, all devices (ZRs and ZEDs} syashronize with their parents
(ZR or ZC) through beacon frame signalling. If aide loses synchronization it cannot
operate in the PAN. Moreover, if a node is not prbp synchronized, there is a
possibility of collisions in the GTS slots (whenettCAP overlaps the CFP). As
experienced in our implementation, the loss of Byoeization can be caused by
multiple factors, such as: (1) the processing tohéhe beacon frame for lo0BO/SO
configurations; (2) the mote stack overflow thatulés in a processing block or a hard
reset; (3) the unpredictable delay of the wirelessimunications; and (4) the reduced
processing capability of the microcontroller in donting some of the protocol
maintenance tasks (e.g. creating the beacon frlreenaintenance of GTS expiration
and indirect transmissions).

The implementation of the slotted CSMA/CA algorithis also quite demanding in
terms of timer accuracy, since the IEEE 802.15dtqmol defines that each backoff
period corresponds to 20 symbols (320 us). A fiifficulty in the implementation of
the beacon-enabled mode was related to the Tiny@&gement of the hardware timers
provided by the motes, which do not allow having éxact theoretical values of tB&
SD, time slot and backoff period durations as speditoy the IEEE 802.15.4 standard.
This discrepancy, however, does not impact theecbripehaviour of the implemented
protocol; provided that the same mote platformsused in the experiments (at least as
ZC and ZRs), it is possible to experience a cottaretwork behaviour.

118



Chapter 8 — Hands-on Work over a Real Applicatioenacio

bi_fired time_slot_fired before_time_slot fired backoff_fired sd_fired before_bi_fired
% £ =

i TTTIT I

i |

|

|

1

i
|! CAP i Inactive
i [

|

|

1

| 1l [
0| 1 |2|3‘4|5‘5‘7|5 |9 |10|11‘1?‘13|14|15
I | I
i SD = aBaseSuperframeDuration * 2°” symbals ik i
| I

il
Bl = aBaseSuperframeDuration * 2°? symbols
4 L]

Figure 74 - Asynchronous events

The frequency of the asynchronous software evéiggife 74), the hardware events
and the low microprocessor processing ability meadlto an insufficient processing
time left to execute remaining protocol and highearel application tasks, as a great
amount of interrupts have to be processed in gwibtds of time.

8.5.5TinyOS task scheduler

This was already discussed in greater detail inp@&mna7. The default scheduler of
TinyOS does not support tasks prioritization angithermore, the TinyOS scheduler is
non pre-emptive. Although, with the aforementionpbblem, the protocol stack
behaves steadily fobeaconand superframeorders higher than3, this constitutes a

problem for other BO/SO settings.

8.5.6Interference between radio channels

To ensure the reliability of the measurement precesme issues had to be considered,
namely guaranteeing that the IEEE 802.15.4 physitahnel was free from interference
from IEEE 802.11 networks, which operate at the esdrequency range. We have
experimentally observed that despite the distancéhé nearest IEEE 802.11 access
point being over 10 m, it definitely impact on tperformance measurements. The
channel was often sensed as busy (during the Gldennel Assessment (CCA)
procedure) due to IEEE 802.11 transmissions. Hemee,chose an IEEE 802.15.4
channel outside the IEEE 802.11 frequency spectfGimnnel 26) to perform the
experimental evaluation. Channel integrity was esdwsing a spectrum analyzer. In
addition, another aspect that was considered veashbice of th&Ovalue to be used in
our experiments.

In order to experimentally analyse the behaviourtlod protocols, we devised
scenarios that enabled us to evaluate differenwor&t metrics, such as the Network
Throughput and Probability of Success as a funatiotine network load, as reported in
Chapter 4, 5 and 6. Other scenarios, like the @seribed in this chapter, had the goal
of demonstrating impact of some parameter in aapplication. In general lines, these
scenarios consisted of one or several nodes progeginto generate packets at the
application layer with preset inter-arrival timesabling us to push the necessary traffic
load into the network. We used the previously rei@lEEE 802.15.4 protocol analyzer
to log the received packets and developed an agijgicto parse the message payload,
which embedded relevant performance informatioriened from the nodes in order to
compute the required metrics.
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Obviously, it is important to isolate as much asgile the testbed scenario fri
external factor that may impact in

One requirement of the performance evaluation waachieve high traffic loads
the network, namely pushing well above % of the network capacity. We immediati
observed that it was not only difficult to get ansistent behaviour of the Throughj
metric but also to get high offered loads. Moregitewas hard to ensure the stability
the network when the nodes wererating packets with very low intarfival times

After performing several assessments, we reacheddhclusion that this behavic
was mostly related to three factors: (1) the imenfice from the V-Fi networks aroun
the laboratory (se€igure 76); (2) TinyOSrelated constrains; and (3) others relate
the node’s scarce processing capahb

The interference between IEEE 802.11 and 802.Hslib channels,onfirmed using
a spectrum analyser, had unpredictable effectshenrésults. We observed that
interference of IEEE 802.11 networks often generatellisions with data/beacc
frames. This effect, lead to data corruption artsvaek de-synchronizationMoreover, it
also had implications on the amount of traffic senthe network because in the IE
802.15.4 slotted CSMA/CA protocol, the medium wésm sensed as busy (during
Clear Channel Assessment (CCA)), causing deferamck failed transmisons. This
obviously affected the behaviour of the networkcsint did not allow reaching tt
desired traffic loads. We overcame the interferepagblem by using the only IEE
802.15.4 channel (Channel 26 in the 2480 MHz fraqueband) that is complete
outside the IEEE 802.11 frequency spec as depicted in Figure 75.
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Figure 75 - IEEE802.15.4 and IEEE 802.11 channels

2412 MHz

Note that thisinterference must be taken into consideration foe teliable
deployment of ZigBee networks operating in the @&GHiz frequency. Nevertheles
besides the interference problem, we have also tifileh other sources ¢
inconsistencies.
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WiFiHopper

Fle Wiew Mode MNetwork Device System GPS Help

16:36:58 Program initialization completed successfuly.

| IFEE 80711 Wirsless Card, (Microsoft's Packst Scheduler) (Ralink RT2500 Wirsless LAN Card) - Wireless LAN | [
Ssid Tupe Signal IMode Encryption | Stakus Hits Score | Frequency PHY Yendor
HURRAY-PRIVATE B0zl -72dBm  Infrastruckure. None Connected, 18... 246 64% 2442 Ghz (7 OFDM CiscoLinksys, LLC
HURRAY-PRIVATE-ALT 802.11g -78dBm Infrastructure  WPA2 Mot Connected 246 0% 2,412 Ghz (1) OFDM  Lodkop OUIT?

| IPP-Hurray! - Hands ... 802.11g <32 dBm  Infrastructure. WRA Mot Connected 246 0% 2,437 Ghz (&) OFDM  Lookup OLI?

| eduroam 802.11g -55dBm  Infrastructure  WPA Mot Connecked 246 0% z.412 Ghz {1) OFDM 3CCM EUROPE LTD

| LABORIS 802.11g -73dBm  Infrastructure WEP Mot Connected 246 0% 2,437 Ghz (&) QFDM D-Link Corporation
LABORIS-ERT 80z.11g -77dBm  Infrastructure - WEP Mot Connected 246 0% 2,462 Ghz(11)  OFDM  Cisco-Linksys LLC
eduroa 802.11g -T5dBm  Infrastructure WPA Mat Connected 246 0% z.462Ghz{11) OFDM  3COMEUROPE LTD

-78dBm  Infrastructure None Mot Connected 246 B5% Z462Ghz(11) OFDM  3COM EUROPE LTD

| eduroam-guest 80z.11g

Figure 76 - WiFi networks around the Hands-on lab

As already discussed in Section 3, TinyOS impos&srsl limitation that influence
the behaviour of the protocol stack, namely ondfxechronization. We have observed
that when nodes used a very low inter-arrival tifime the order of 50 packets per
second) the de-synchronization was a concern, yndiné to the high amount of tasks
posted to generate the required offered load. Timaté this problem, we programmed
the nodes to generate packets only during theeaptivtion of the Superframe, trying to
guarantee that the beacon frame would be parseckedately upon the reception.
Nevertheless, when using a full duty cycle the fwbremained. We have solved it by
using a new timer that fires a few millisecondsdpefthe end of the Superframe,
stopping all the packet generation and leavinghtties ready to process the beacon.

8.5.7RSSI-based localization inaccuracy

In the Search&Rescue application described inchéapter, a rescuer robot is supposed
to track and reach, in the minimum amount of timmsteady or moving target (person or
robot), using a wireless sensor network for traglkand localization. In this context we
wanted to develop a simple but effective localmatmechanism, relying as much as
possible on COTS technologies and taking advantdgee RSSI indicator available
directly from the CC2420 transceiver, using the R&3ues as the source for distance
estimation.

We immediately observed that these measurements ighly sensitive to ambient
conditions. The proximity to metal and walls higlihgreased the number of reflections
leading to non-consistent RSSI readings. Moreaber,RSSI value was not linear with
the distance (Figure 77) and it varied with difféirenote antenna orientations. This
means that it was probable to find several diffeR8SI readings at the same distance.
To overcome that problem, several experiments warged out at different distances,
transmission powers and antenna orientations iateempt to get a consistent set of
values for different distances ([87], [88]).

After these experiments, it became possible tobéskaa correspondence between
discrete range levels and the spread of RSSI valuesuntered for that same range.
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Figure 77 - RSSI versus Distance [88]

This enabled us to engineer a simple RSSI-basedlization mechanism with
approximately 60 cm inaccuracy, which was acceptédyl the envisaged application.

8.6 Concluding Remarks

In this chapter we presented a deployment of a WSiNreal scenario (a target tracking
application), aiming at demonstrating the impacttteé hidden-node problem and to
prove the effectiveness of the H-NAMe mechanism.

We showed that this issue greatly affects an agiptin of this kind, by increasing
the message delays (through multiple collision®)streducing the effectiveness of the
localization mechanism in the proximity of hiddeodes. In fact, from our tests, we
showed that having two out of four anchor nodegdus the localization mechanism)
hidden, is enough to cause a significant degradaifothe target localization process,
taking up to five seconds to get a result.

We also evaluated the impact of having only oneadéidnode placed inside the
network generating traffic at different rates. Weved that one node, with a medium
traffic generation rate (800 milliseconds), woulduse problems to the localization
process.

We also reported several problems and challengesging from our experimental
work on the IEEE 802.15.4/ZigBee protocol stacke Hardware platforms under use —
MICAz and TelosB — seem to be too limited for tlénding requirements of ZigBee
cluster-tree networks, where synchronization depemdthe distributed transmission of
beacon frames. This also results from the limitetiof TinyOS to tackle this demanding
protocol behaviour. Thus, the motivation to poet tBpen-ZB stack to ERIKA, a real-
time operating system, already described in Chapter
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Chapter 9

General Conclusions and Future Work

This chapter reviews the research objectives of tlihesis and
summarises its major results, highlighting how thresearch
contributions fulfilled the original research objaes. Finally, some
remarks about our future work are also presented.

The ubiquity and pervasiveness of future largeeschstributed systems will lead to a
very tight integration and interaction between edds® computing devices and the
physical environment, via sensing and actuatingpast Such cyber-physical systems
require a rethinking in the usual computing andweeking concepts, and given that the
computing entities closely interact with their emviment, timeliness is of increasing
importance.

We believe that relying on standard and commeratthe-shelf (COTS)
technologies will speed up the development of aggilications in these domains, since
this choice usually has a significant impact inugdg development and maintenance
costs, increasing interoperability, thus speedipghe utilization of these technologies
by developers and end-users.

This Thesis addressed the use of standard protocofsbined with COTS
technologies, as a baseline to enable Wirelessogévetwork (WSN) infrastructures
capable of supporting the QoS requirements (ergelithess, energy-efficiency) that
future large-scale embedded computing systemsmjilbse.

In this context, we have been using the use of IEEEE 802.15.4 and ZigBee
communication protocols for WSNs. ZigBee suppoetgesal network topologies (star,
mesh and cluster-tree), security mechanisms andcappn profiles. IEEE 802.15.4
allows dynamically adjustable duty-cycles per dusénabling energy-efficiency (nodes
can sleep up to almost 100% of the time). The MadAccess Control (MAC) protocol
is very flexible, enabling the differentiation beten real-time traffic (contention-free;
bandwidth/delay guarantees) through the GTS (GteednTime Slot) mechanism, and
best-effort traffic (contention-access) through tBktted CSMA/CA (Carrier Sense
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Multiple Access with Collision Avoidance) mechanisihere has been an exponential
growth in available ZigBee technology, although thester-tree network solution is not
commercially supported.

In this Thesis, we started by evaluating the netwperformance of the IEEE
802.15.4 Slotted CSMA/CA mechanism for differentgmaeter settings, both through
simulation and experimentally (Chapter 4). We stddihe impact of parameters like
Beacon OrderRO), or the initialization value of the Backoff ExpamtmacMinBEin the
Network Throughput and Probability of Successfah#imissions, which allowed us to
gain a better understanding of the performancae&otted CSMA/CA mechanism.

Because the hidden-node problem has such a grpatirim WSN performance, both
in terms of throughput, transfer delay and enefffjgiency, we have implemented,
tested and validated H-NAMe, a hidden-node avoidanechanism that was previously
proposed. This work was addressed in Chapter Stamdfectiveness was demonstrated
in a real application scenario - a target trackipglication - as presented in Chapter 8.

In Chapter 6, a methodology for modelling clusteet WSNs and computing the
worst case end-to-end delays, buffering and barttiwidquirements was tested and
validated experimentally. This work was of parantoimportance to understand the
behaviour of WSNs under worst-case conditions andetermine the pessimism of the
theoretical worst-case analysis.

In our experimental work, some technological caists were identified, namely
related to hardware/software and to the Open-ZBlémpntation over TinyOS. This
issue was addressed in Chapter 8, and a new imptatios effort was made in porting
the Open-ZB IEEE 802.15.4/ZigBee protocol stackERIKA, a real-time operating
system, as described in Chapter 7. This new impiéatien presented some interesting
performance behaviour when compared with the Timl@Sed implementation.

In summary, we confirmed the initial hypothesigttug Thesis, i.e., the use of IEEE
802.15.4 and ZigBee set of standard protocolstzssaline, combined with commercial
hardware/software platforms and some add-ons seebe table to fulfil improve the
timeliness and energy-efficiency requirements YW&Ns may impose.

Future work includes the provision of mobility afadilt-tolerance support to ZigBee
WSNSs. Regarding the IEEE 802.15.4/ZigBee Open-Zgkstve aim at continuing the
effort of porting the implementation to the ERIKA&al-time operating system, and
eventually to other operating systems (e.g. nand-BKd hardware platforms (e.g.
iMote?2).
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